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Abstract

This work considers the synthesis of brass instrument sounds using time-domain numerical methods. The operation of such a brass instrument is as follows. The player’s lips are set into motion by forcing air through them, which in turn creates a pressure disturbance in the instrument mouthpiece. These disturbances produce waves that propagate along the air column, here described using one spatial dimension, to set up a series of resonances that interact with the vibrating lips of the player. Accurate description of these resonances requires the inclusion of attenuation of the wave during propagation, due to the boundary layer effects in the tube, along with how sound radiates from the instrument. A musically interesting instrument must also be flexible in the control of the available resonances, achieved, for example, by the manipulation of valves in trumpet-like instruments.

These features are incorporated into a synthesis framework that allows the user to design and play a virtual instrument. This is all achieved using the finite-difference time-domain method. Robustness of simulations is vital, so a global energy measure is employed, where possible, to ensure numerical stability of the algorithms.

A new passive model of viscothermal losses is proposed using tools from electrical network theory. An embedded system is also presented that couples a one-dimensional tube to the three-dimensional wave equation to model sound radiation. Additional control of the instrument using a simple lip model as well a time varying valve model to modify the instrument resonances is presented and the range of the virtual instrument is explored. Looking towards extensions of this tool, three nonlinear propagation models are compared, and differences related to distortion and response to changing bore profiles are highlighted. A preliminary experimental investigation into the effects of partially open valve configurations is also performed.
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Chapter 1

Introduction

1.1 Acoustics of brass wind instruments

From an audience’s perspective, the members of the brass instrument family are identified by their shining material, glistening at the back of the symphony orchestra or leading the ensemble in a jazz group. However, acoustically speaking, the material that brass instruments are constructed from is of secondary importance. In fact, some of the earliest brass instruments, such as the Serpent, are made out of wood and recently there has been a trend toward producing trumpets and trombones out of plastic. Instead, the defining characteristic of a brass instrument is that it is excited by the lips of the player, giving the classification of labrosone in the Hornbostel-Sachs taxonomy system. The lips of the player interact with the instrument, the acoustics of which are determined, primarily, by the instrument’s geometry.

![Functional diagram of a musical instrument.](image)

A functional diagram of a musical instrument is shown in Fig. 1.1. The sound generator is the mechanism that injects energy into the system and can be considered as where the sound ‘begins’. The resonator of an instrument is the part where, usually, standing waves can be produced that determine the available range of notes produced by the instrument. The radiator defines the mechanism in which sound leaves the instrument. In the case of brass instruments, the player is the sound generator, and the resonator and radiator sections are controlled by the dimensions of the tubing. The production of sound in a brass instrument, however, is not just a cascade of processes that happen one after the other—the vibration of the player’s lips interact with the instrument’s resonances, which themselves are determined by both the internal tube profile and how it interacts with the acoustic environment. Further discussions on the acoustics of brass instruments can be found in.[14][61][63][65].
The conventional modelling picture of a musical instrument is that of steady state oscillations to produce a single note at a fixed pitch. In this work we intend to be more general and extend this picture beyond single tones.

1.2 A brief history of physical modelling

The history of sound synthesis and the field of physical modelling are intimately linked with developments in electronics and computing that occurred during the 20th Century. Methods such as additive, subtractive, and FM synthesis involve the manipulation of periodic signals to control the timbre of the sound. Wavetable synthesis involves the use of lookup tables to store waveforms that are then repeated at different speeds to change the pitch. Amplitude modulation can then be used to modify these sounds. These early synthesis methods are described by Roads in [141] and were applied to trumpet synthesis by Morrill [119]. These methods allow for a wide variety of sounds with minimal computational effort, but require a large and non-intuitive parameter space that is difficult to map to the perceived sounds.

As understanding of the musical instrument systems improved, researchers began using the physics of the systems to produce sounds—the beginning of physical modelling. Constructing virtual instruments using these methods gives the user an intuition over their control.

The work of Kelly and Lochbaum on vocal tract modelling [96] is considered the first physical modelling framework, and its influence is still seen today in acoustic tube modelling as an efficient simulation tool; see [81] for example. The Kelly-Lochbaum structure uses the knowledge of the physical system, mainly the scattering of waves from changes in cross-sectional area, to produce a filter that behaves in a similar manner to the vocal tract. Other methods based on travelling wave formulations have followed from this earlier work, particularly the Digital Waveguide Framework used in string [149] and brass [47] instrument synthesis. This method saw later commercial success in the Yamaha VL1 synthesiser [144].

Modal methods can be applied to simulate the individual modes of vibration present within the instrument and were applied to brass instrument synthesis in the MoReeSC framework [148] and to general synthesis in the MOSAIC system [120].

With improvements in computing hardware, it became possible to directly simulate musical instrument systems using discrete numerical methods, such as finite-difference time-domain (FDTD) methods, to solve the partial differential equations. Although applications to string modelling dates back to the 1970’s [87], and even earlier to solve problems in electromagnetism [179], these methods have seen regular application in the last twenty years, spurred on by the work of Botteldooren [51, 32] and Savioja [145] in room acoustics and Chaigne [38] in musical acoustics. Recently these methods have been extended by Bilbao and colleagues [21, 74, 163], with specific applications to brass instruments shown in [22, 23]. It is these methods that will be the focus of this thesis.

1.3 Passive time-domain modelling

The steady state solutions to instrument systems show only part of the possible soundscape that virtual instruments can produce. To extend the region of possible sounds we must look to time varying systems. This is not a trivial task as time domain problems can suffer from stability issues. The modular approach to describing a brass instrument through sound
generator, resonator, and radiator also introduces problems as the connections between each section must be stable. To approach this problem, we therefore look to passive methods of time domain modelling that guarantee this type of growth does not occur in the global system and its connecting parts.

As we are examining a physical system, it is sensible to consider the overall energy of the system. This includes the energy stored within the propagating parts of the system and at the boundaries along with any dissipation or forcing terms; see Fig. 1.2.

![Figure 1.2: Schematic of how energy is transferred between different elements in the system. Over time, all of the energy must be accounted for to determine stability.](image)

Energy methods [71] are constructed by taking appropriate norms over the continuous system equations to define an upper limit to the energy as the system evolves in time. This idea is related to the Port-Hamiltonian framework [164] which uses a general energy picture to construct the synthesis procedure; this will be discussed in Chap. 3. Additional non-negativity constraints on the energy bound the norms of the solution which suggests stable behaviour.

These energy methods can then be transferred into the discrete domain to determine if the numerical scheme is going to be stable. The reader may reasonably ask ‘Why not apply these methods to the discrete case immediately?’. As will become apparent in Chap. 3 there are multiple approaches to discretising schemes along with multiple approaches to constructing numerical energies for them. By already constructing an energy in the continuous time domain, we know what to aim for in the discrete case.

The discrete energy methods offer additional advantages for the algorithm designer. Discrete forms of boundary conditions are naturally suggested from the construction of the numerical energy, aiding in scheme design. In addition, a computation of the discrete energy of the system serves as a debugging tool, where deviations in the energy beyond that of machine precision would suggest incorrect implementation.

### 1.4 Accuracy and efficiency

Applications of numerical methods introduce inaccuracies into simulations, typically highlighted through examining the truncation order [156], which displays how accurate the scheme is with relation to how it is discretised. For audio applications, we do not require an infinite accuracy as there is an upper limit to the frequencies a human can hear. However,
additional artefacts can be introduced by the numerical method, such as inharmonicity due to frequency warping and aliasing, which must be removed.

In general, accuracy of a numerical method can be improved by increasing the resolution of the domain over which simulations are performed over. This, however, creates its own issues from a user standpoint: a finer resolution simulation requires more computational operations and therefore takes longer to complete. An ideal simulation would at best be real-time: a user would have to wait one second for a single second of sound to be produced. However, if this fast output displays significant artefacts, a user will not be satisfied with the sound. As a result, the algorithm designer must be aware of this balance between creating the correct solution within a reasonable amount of time.

1.5 Thesis objectives

The main objective of this thesis is to develop a framework for the synthesis of brass instrument sounds. This broad objective can be broken down into several smaller objectives:

- Model wave propagation in an acoustic tube, with the inclusion of boundary layer effects and those due to changes in cross-sectional area of the tube
- Inclusion of boundary conditions at the entrance and exit of the tube for accurate excitation and radiation modelling
- Enabling the changing of the instrument’s resonances through the use of valves
- Incorporation of nonlinearities in the propagation models

These goals will be achieved through the application of FDTD methods. Geometric integration methods focusing on the energy of the system will be used to guarantee that the formulations are passive.

The framework described in this work has been applied in a virtual instrument environment that has been used by several musicians during the course of this Ph.D. project. The specifics of the design of the environment is outwith the scope of this work, but some discussion on how the code is structured and how such a virtual instrument is controlled is presented in Chap. 6.

1.6 Thesis outline

The outline of this thesis is as follows:

Chapter 2 - Wave propagation in acoustic tubes

We begin with an outline of the linear acoustic tube system that describes low-amplitude wave propagation in brass instruments. The wave equation is derived for disturbances within a fluid filled cylindrical tube followed by the introduction of dispersion and energy analysis of the system. Simple boundary conditions are discussed along with the concept of an input impedance, a common experimentally measured quantity. The system is then extended to a lossless acoustic tube whose cross-sectional area varies along the axial coordinate. The
Transmission Matrix Method is introduced as a ‘ground truth’ that later FDTD simulations will be compared against.

The second half of this chapter concerns losses restricted to the boundary layers of acoustic tubes—of particular interest is the model of Zwikker and Kosten. A survey of previous approximations to this model is presented, along with a discussion of positive real functions (a requirement for passivity). This then leads into a novel approximation using electrical network representations. These networks are fully explored so that a minimal choice of parameters can be applied to tubes of different radii and systems at different temperatures. The accuracy of these structures can also be improved by reducing the frequency range over which they are optimised.

Chapter 3 - Finite-difference time-domain methods: Applications to acoustic tubes

This chapter concerns the numerical problem of simulating wave propagation in acoustic tubes. The fundamentals of FDTD methods are introduced and then applied to the equations introduced in Chap. 2. Comparisons are made using explicit and implicit numerical schemes (the latter employing the bilinear transform) to simulate wave propagation in the lossless system, with focus on the construction of a numerical energy as well as frequency domain effects related to bandwidth reduction and warping.

FDTD methods are then applied to the system that includes boundary layer losses. A method for constructing an approximation to the fractional derivatives seen in the literature is presented, although stability is not proven. A numerical scheme for the network model is also presented which is proven to be stable. Frequency warping effects can be addressed in this approximation by ‘pre-warping’ the frequency variable during the optimisation procedure. The numerical schemes for the loss models are compared for the cases of a cylinder and an exponential horn.

Chapter 4 - Modelling radiation of sound from an acoustic tube

The problem of modelling the sound radiation behaviour of an acoustic tube is the subject of this chapter. The first section looks at first approximating the Levine and Schwinger radiation impedance of an unflanged cylinder using a simple equivalent electrical network and how this is translated into an FDTD scheme that is coupled to the acoustic tube.

The remainder of the chapter looks to embedding the instrument in a three-dimensional sound field. This is done by coupling the one dimensional acoustic tube model to the three-dimensional wave equation via energy conserving principles. The problem is stated in the continuous domain and then translated to the discrete domain. Comparisons against experimental measurements show greater agreement for the embedded system than the simpler equivalent network model.

Chapter 5 - Towards a complete instrument

This chapter introduces the remaining elements required to produce a virtual instrument. A review of lip reed modelling is presented and a simple model is chosen as the excitation
mechanism for the instrument. The discretisation procedure and some simple results using this model are presented.

To modify the resonances of the instrument, a valve model is presented that introduces additional paths that waves may propagate through. The model presented here is derived from energy and momentum conservation and allows for the interaction between the two paths when the valve is partially depressed, resulting in complex resonance phenomena. The scheme for the lossless system is presented, along with extensions to those where losses are included in the wave propagation model and when the valves are allowed to vary with time.

Chapter 6 - A brass instrument synthesis environment

The elements described in the previous chapters are combined to create a virtual instrument that allows the user to construct and control the instrument. The basic structure of the code is presented along with a discussion on how the user interacts with it. Examples of gestures are presented, displaying such effects as time varying modulation of parameters along with the production of ‘multiphonic’ sounds from partially open valves. A simple playability space study highlights some of issues related to control of an instrument.

Chapter 7 - Comparison of nonlinear propagation models

This chapter looks to the extension of the propagation model by including nonlinear effects that contribute to the ‘brassy’ timbre of brass-wind instruments played at high dynamic levels. A review of current models highlights the use of separable wave solutions—the effect of this assumption is explored in this chapter. Simple numerical experiments are performed to show the effect of coupling between forwards and backwards waves in an acoustic tube and linearised forms of the models help explain why such models do not accurately represent the behaviour due to changes in cross-sectional area.

Chapter 8 - Conclusions and future work

This chapter provides a summary of the work performed in this thesis and how it can be extended in the future.

Appendix A - Circuit elements

A brief introduction to the use of passive circuit representations is presented here for those unacquainted with the method. Although not extensive, this should help the unfamiliar reader with the discussions in chapters 2-4.

Appendix B - Foster network element values

This appendix presents a list of tables containing the network element values used in the Foster network approximation to the boundary layer loss model.

Appendix C - Experiments on brass instrument valves

Preliminary experiments are presented relating to the effect of partially open valve systems. A simple experimental set up is described and experimental measurements are compared to
1.7 Main contributions

The main contributions of this thesis are

- Development of an approximation to the boundary layer loss model of Zwikker and Kosten using passive circuit representations whose parameters can be modified for use in both the impedance and admittance models, different tube radii, and simulations at different temperatures. This approximation is presented in Secs. 2.4.3 to 2.4.12.

- Construction of an explicit, passive, and guaranteed stable numerical scheme for the boundary layer loss model including modification to counter frequency warping effects. This scheme is presented in Secs. 3.5.2 to 3.5.3.

- Modelling an embedded instrument system by coupling the one-dimensional model to the three-dimensional wave equation. This is presented in Secs. 4.2 to 4.2.12.

- Development of a time-varying valve model to modify the instrument’s resonances that allow for production of multiphonic tones. This model is presented in Sec. 5.2.

- Investigation of wave separation in nonlinear propagation models. This is presented in Chap. 7.

All results, with the exception of the nonlinear propagation models, are tied together with strict passive realisations to create explicit schemes.
Act I

Linear Acoustics
Chapter 2

Wave propagation in acoustic tubes

“Essentially, all models are wrong, but some are useful.”
— George Box

The construction of a brass instrument creates an enclosure of air within the instrument’s tubing. The diameter of the instrument is significantly less than its overall length—we can describe this as an acoustic tube. Although, strictly speaking, a brass instrument is defined in a three-dimensional space, its behaviour can be well described using a one-dimensional approximation. There are some caveats to this simplification, namely that the wavelengths of interest are longer than the diameter of the instrument bore and that the bore profile changes slowly along the length of the instrument [63, 132]. The input of the instrument is closed off by the lips of the player (or by a loudspeaker in experimental settings) and its radiating end is left open. When excited, e.g. by buzzing the lips to inject pulses of air into the system, waves are created that travel along the length of the tube. At the open end, the wave is partially transmitted out of the instrument (which becomes the sound an observer hears) and partially reflected back into it. This reflected wave combines with the other incoming waves to set up a series of resonances within the instrument—these resonances are what determine the range of available notes that can be played.

In the linear approximation, the profile of the instrument bore and associated viscous and thermal effects in air dominate the locations and widths of these resonances [63]—the dynamics of the acoustic tube in isolation are the subject of this chapter. Another attribute is that of radiation, but discussion of this is postponed until Chap. 4. See Chap. 7 for models that include nonlinear propagation—the mechanism which creates the ‘brassy’ sound at high dynamic levels [88].

This chapter is concerned with the model problem. Numerical simulation techniques will be introduced in the next chapter. To begin, the notation used for partial differential equations is introduced along with identities that will be used frequently in the analysis of the systems. Frequency domain transformations will also be covered in this section.

The rest of this chapter is then split into two parts. First the lossless problem is discussed in the case of a cylindrical tube and then with a tube of varying cross-section. The discussion of these two systems follows in a parallel manner. Dispersion analysis is discussed followed by
energy analysis on the infinite, then bounded domains. Passivity of the system is a constant theme throughout this work and the energy analysis presented here is a suitable method to show stability that later translates into the discrete case. In addition, this also allows for a convenient analysis of boundary conditions which are used to calculate the modes of the system. The concept of the input impedance is then introduced which is related to the modes of the system. A small step is taken into numerical methods at this point to cover the Transmission Matrix Method as this will be used as our “ground truth” when comparing the numerical models in later chapters.

The last section of this chapter concerns viscous and thermal mechanisms that lead to the dissipation of energy within an acoustic tube. The standard model of Zwikker and Kosten \[182\] is introduced; in general, this model is expressed in the frequency domain so further approximations must be made for it to be used in a time domain model, several of which are presented from the literature. The concept of positive realness \[165,174\] is introduced as this is important for the construction of equivalent circuits to approximate the Zwikker and Kosten model. Two such structures are presented: Cauer and Foster \[165,174\]. A brief discussion of these structures is presented before application to attenuation modelling, in which the Foster model is selected as a suitable candidate. The time domain representation of the Foster structure is introduced, along with energy analysis to show that the network is passive. Implementation of the Foster structure requires appropriate circuit element values which are found through a numerical optimisation procedure. This is briefly discussed, along with how the values can be manipulated to use for different tubes. Finally, an overall comparison of the different approximations is made.

2.1 Introducing notation: Étude I

Before discussing the model for wave propagation, some notation must first be introduced.

2.1.1 Partial differential equations and differential operators

In many branches of science, the system under examination can be described by partial differential equations (PDEs). These equations describe how some function varies with respect to its independent variables, e.g. space or time. For the majority of this work we will only consider variation in time over the positive real axis, \(t \in \mathbb{R}^+ = \{0 \leq t \leq \infty\}\), and axial coordinate over the real axis, \(z \in \mathbb{R} = \{-\infty \leq z \leq \infty\}\). A finite spatial domain of an acoustic tube is defined by \(D = \{z \in \mathbb{R} \mid 0 \leq z \leq L\}\), where \(L\) is the finite length of the acoustic tube. \(\partial_t\) and \(\partial_z\) represent differentiation with respect to \(t\) and \(z\) respectively. Higher derivatives are denoted as powers of the operators mentioned previously, e.g. \(\partial_t^2, \partial_z^4\). PDEs will be labelled according to their highest derivative, e.g. second derivative PDE, first derivative PDE. This strays from the normal labelling using ‘order’ so as to avoid confusion when discussing accuracy of simulations in later chapters. In order to describe a complete physical system, a PDE must be complemented by boundary conditions and initial conditions.

2.1.2 Integral relations and identities

It is useful to define inner products along with other identities that can be used to determine passivity of the system through energy analysis. The one-dimensional \(L^2\) inner product
between two continuous functions \( f \) and \( g \) over the generic domain \( z \in \mathcal{W} \) is
\[
\langle f, g \rangle_{\mathcal{W}} = \int_{\mathcal{W}} fg \, dz
\] (2.1)
The \( L^2 \) norm comes from this inner product
\[
\|f\|_{\mathcal{W}} = \sqrt{\langle f, f \rangle_{\mathcal{W}}}
\] (2.2)
Integration by parts will be used repeatedly in the work that follows:
\[
\int_{\mathcal{W}} f \partial_z g \, dz = |fg|_{\mathcal{W}_+} - |fg|_{\mathcal{W}_-} + \int_{\mathcal{W}} (\partial_z f) g \, dz
\] (2.3)
where \( \mathcal{W}_+ \) and \( \mathcal{W}_- \) denote the boundaries of the domain.
Another useful identity is:
\[
f \partial_t f = \frac{1}{2} \partial_t (f^2) \implies \langle f, \partial_t f \rangle_D = \frac{1}{2} \frac{d}{dt} \|f\|_D^2
\] (2.4)
where the \( d/dt \) is the total derivative operator.

2.1.3 The Laplace transform and the frequency domain
In acoustics and signal processing, it is often of use to analyse the system using the Laplace transform. This maps the function \( f(t) \) of time to the complex plane \( \hat{f}(s) \), where \( s = \sigma + j\omega \), \( \sigma \) is the real frequency, \( \omega \) is the imaginary or angular frequency, and \( j = +\sqrt{-1} \). Frequency domain functions will be notated with the \( \hat{\cdot} \) operator.

Neglecting initial conditions\(^1\), the two sided Laplace transformation is defined as
\[
\hat{f}(s) = \mathcal{L}\{f(t)\} = \int_{-\infty}^{\infty} e^{-st} f(t) \, dt
\] (2.5)
The Laplace transform of the time derivative of a function is
\[
\mathcal{L}\{\partial_t f(t)\} = s \hat{f}(s)
\] (2.6)
The two sided Laplace transform is equivalent to the ansatz
\[
f = e^{st}
\] (2.7)
For multivariable functions of time and space, the Laplace transform is easily extended as the spatial coordinate is independent of time.

The Fourier transform is related to the Laplace transform. It considers only the imaginary part of the complex domain so that \( s = j\omega \). This is denoted as
\[
\hat{f}(\omega) = \mathcal{F}\{f(t)\} = \int_{-\infty}^{\infty} e^{-j\omega t} f(t) \, dt
\] (2.8)
\(^1\)Here the coordinate \( z \) is independent of \( t \) so that the norm of \( f \) is only a function of \( t \). We can therefore go from the partial derivative with respect to time to the total derivative with respect to time.
\(^2\)This is valid as we will consider only the steady state in this type of analysis.
The same properties hold for the Fourier transform of the time derivative as for the Laplace transform.

2.2 The wave equation

Here, we derive the one-dimensional wave equation that describes the dynamics of air contained in a cylindrical tube of cross-sectional area $S_0$. The derivation here follows that of Morse [121].

Consider a small element of air within the tube that lies between $z$ and $z + dz$, where $dz$ is the length of the element; see at left in Fig. 2.1. The total volume of air is given by $V = S_0 dz$ with a total mass $m = \rho_0 V$, where $\rho_0$ is the static air density. As a disturbance passes through the tube, the end points of this element are displaced a distance $\xi(t, z)$ as shown at right in Fig. 2.1. This changes the total length to be

$$dz' = dz + \xi(t, z + dz) - \xi(t, z) \quad (2.9)$$

For small $dz$, the Taylor expansion of this expression reduces to

$$dz' = (1 + \partial_z \xi) dz \quad (2.10)$$

so that the new volume is

$$V' = S_0 (1 + \partial_z \xi) dz \quad (2.11)$$

The change in volume is given by

$$dV = S \partial_z \xi dz \quad (2.12)$$

Assuming there is no change in temperature over the element, the pressure, $p(t, z)$, generated due to the change in volume is given by

$$p = -K \frac{dV}{V} \implies p = -K \partial_z \xi \quad (2.13)$$

where $K$ is the bulk modulus of air.

If we now examine the forces acting on the element of air, we see that the acceleration of the element is given by the pressure gradient over the two sides

$$\rho_0 S_0 dz \partial_t^2 \xi = -S_0 (p(t, z + dz) - p(t, z)) \quad (2.14)$$
For small $dz$ this becomes
\[ \rho_0 S_0 \partial_z^2 \xi = -S_0 \partial_z p \quad (2.15) \]

Taking the spatial derivative of this expression and combining with the second time derivative of (2.13) produces the one-dimensional wave equation in terms of pressure
\[ S_0 \partial_z^2 p - S_0 c_0^2 \partial_z^2 p = 0 \quad (2.16) \]

where $c_0 = \sqrt{K/\rho_0}$ is the speed of sound in air.

Alternatively, the wave equation can be defined in terms of the acoustic velocity potential $\psi(t, z)$
\[ \rho_0 S_0 \partial_{tt} \psi - \rho_0 S_0 c_0^2 \partial_{zz} \psi = 0 \quad (2.17) \]

where
\[ \rho_0 \partial_t \psi = p, \quad \partial_z \psi = -v \quad (2.18) \]

and $v(t, z)$ is the velocity of the element. The acoustic velocity potential allows for simple treatment of boundary conditions, presented later in this chapter, and will be used in discussions on the wave equation.

The wave equation can be factored into
\[ S_0 \rho_0 (\partial_t + c_0 \partial_z) (\partial_t - c_0 \partial_z) \psi = 0 \quad (2.19) \]

In this form, it is clear that the solution is made up of travelling waves
\[ \psi(t, z) = \psi_+(t - z/c_0) + \psi_-(t + z/c_0) \quad (2.20) \]

where $\psi_+(t - z/c_0)$ and $\psi_-(t + z/c_0)$ are wave solutions that travel in the positive and negative axial directions respectively. The arguments signify some translation in space as time progresses, without distortion of the initial disturbance; see Fig. 2.2.

Figure 2.2: Left: Initial conditions to the wave equation. Forwards wave, $\psi_+(t - z/c_0)$, (dashed red); backwards wave, $\psi_-(t + z/c_0)$, (dotted yellow); sum of forwards and backwards solutions (solid blue). Right: Solution to the wave equation at a later time. The waves now occupy different domains but preserve the shape they had at $t = t_0$. 
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Digital waveguides

Although the main discussion on numerical methods is postponed until the next chapter, it is worthwhile to take a small stop here to mention digital waveguides (DWG) without disrupting the flow of the overall topic; see the reference of Julius Smith for a thorough description of the method [151].

The use of DWGs follows from the idea of travelling wave solutions—from some set of initial conditions, the forwards and backwards waves can be found and then propagated without their overall form being changed. This can be implemented computationally by moving pointers around a circular buffer—a very small computational cost which makes the method so efficient compared to methods discussed later in this work (at the cost of generality). Of course, as models of wave propagation are improved this travelling wave solution is no longer exact, so modifications, such as scattering junctions [19] to include the effect of varying the cross-sectional area of the tube, must be made which complicate the construction of the scheme. An example of this is the Kelly-Lochbaum scheme [94] but this method is a specific case of a finite-difference scheme [21].

2.2.1 Dispersion analysis

The behaviour of the wave equation can be analysed by first assuming that the temporal and spatial parts of the solution can be separated. Assuming a time harmonic dependence over an infinite spatial domain, the solution can be written in the form [140]

\[
\psi(t, z) = e^{j\omega t} e^{j\beta z}
\]  

(2.21)

where \( \beta \) is the spatial wavenumber and is considered real at this point as we are considering bounded solutions. In this case \( \psi \) can be complex—the observed quantity is therefore \( \text{Re}(\psi) \). Substituting (2.21) into (2.17) gives gives the characteristic equation

\[- \frac{\omega^2}{c^2} + \beta^2 = 0 \]  

(2.22)

Solving for the angular frequency gives the dispersion relation

\[\omega = \pm c_0 \beta\]  

(2.23)

From this, we can define a phase velocity, \( v_p \), and group velocity, \( v_g \), as [63]

\[v_p = \frac{\omega}{\beta}, \quad v_g = \frac{d\omega}{d\beta} = \left(\frac{d\beta}{d\omega}\right)^{-1}\]  

(2.24)

It is clear that the phase and group velocity have the same value for the wave equation

\[v_p = v_g = \pm c_0\]  

(2.25)

Alternatively we can solve the dispersion relationship for the spatial wavenumber

\[\beta = \pm \frac{\omega}{c_0}\]  

(2.26)
This will be used when solving for the modes of the system. It is clear from the dispersion analysis that the harmonic solutions are bounded over time.

2.2.2 Energy analysis: A conserved quantity

The wave equation describes a lossless system—as such it must be energy conserving; we will come back to the lossy system later in this chapter. This is an extremely useful way to analyse a system, both in terms of boundary conditions and later for numerical implementation.

Let us first examine the wave equation over the infinite domain \( z \in \mathbb{R} \). First, we take the inner product of (2.17) with \( \partial_t \psi \)

\[
\frac{S_0 \rho_0}{c_0^2} \langle \partial_t \psi, \partial_t^2 \psi \rangle_\mathbb{R} - S_0 \rho_0 \langle \partial_t \psi, \partial_z^2 \psi \rangle_\mathbb{R} = 0
\]  

(2.27)

Using integration by parts, (2.3), on the second term gives

\[
\frac{S_0 \rho_0}{c_0^2} \langle \partial_t \psi, \partial_t^2 \psi \rangle_\mathbb{R} + S_0 \rho_0 \langle \partial_t \partial_z \psi, \partial_z \psi \rangle_\mathbb{R} = 0
\]  

(2.28)

where it is assumed that \( \psi = 0 \) at \( z = \pm \infty \). This assumption is valid as we can say that any disturbances will not have travelled to \( z = \pm \infty \) due to the finite phase and group velocities of the system. Using (2.4) gives

\[
\frac{d}{dt} \left( \frac{S_0 \rho_0}{2c_0^2} \| \partial_t \psi \|^2_\mathbb{R} + \frac{S_0 \rho_0}{2} \| \partial_z \psi \|^2_\mathbb{R} \right) = 0
\]  

(2.29)

This can be rewritten as

\[
\frac{dH_{\text{we}}}{dt} = 0
\]  

(2.30)

where \( H_{\text{we}} \) is the energy in the system described by the wave equation

\[
H_{\text{we}} = \frac{S_0 \rho_0}{2c_0^2} \| \partial_t \psi \|^2_\mathbb{R} + \frac{S_0 \rho_0}{2} \| \partial_z \psi \|^2_\mathbb{R}
\]  

(2.31)

Equation (2.30) describes the rate of change of energy of the system. It is clear that this system is lossless and that

\[
H_{\text{we}}(t) = H_{\text{we}}(0) \geq 0, \quad t \in \mathbb{R}^+
\]  

(2.32)

As the energy does not grow with time, the system can be considered passive [19]; there are no energy generating components within it. This is important in the construction of numerical schemes, which we shall return to in Chap. 3.

The energy, \( H_{\text{we}} \), is a Lyapunov function of the system [45]. The methods used in this thesis will utilise energy conserving principles as well as taking into account dissipation processes as systems become more complex, similar to the Port-Hamiltonian framework [59, 164].
Bounds on the solution

It is clear from (2.30) and (2.31) that $H_{we}$ is a) constant throughout time and b) is always a non-negative, real quantity. The phase space of this system can be defined as

$$||\partial_t \psi||_R^2 + c_0^2||\partial_z \psi||_R^2 = \frac{2c_0^2}{S_0\rho_0} H_{we}(0)$$

which describes an ellipse whose dimensions are constant in time. We can consider the values $||\partial_t \psi||_R$ and $||\partial_z \psi||_R$ as travelling around this ellipse, the starting point being determined by the initial conditions of the system. This implies that the norms of the derivatives of the solution are bounded by

$$||\partial_t \psi||_R \leq c_0 \sqrt{\frac{2H_{we}(0)}{S_0\rho_0}}, \quad ||\partial_z \psi||_R \leq \sqrt{\frac{2H_{we}(0)}{S_0\rho_0}}$$

although we cannot say the same about the norms of the solutions themselves. At best, we can say that the growth of the solutions can be no more than linear. If we were to perform the same analysis in terms of the acoustic pressure and velocity so that the energy is given by

$$H_{we} = \frac{S_0}{2\rho_0 c_0^2} ||p||_R^2 + \frac{S_0\rho_0}{2} ||v||_R^2$$

we can say that there are bounds on the norms of the solutions to $p$ and $v$—there will be no linear drift in the norm of these values.

$$||p||_R \leq c_0 \sqrt{\frac{2\rho_0 H_{we}(0)}{S_0}}, \quad ||v||_R \leq \sqrt{\frac{2H_{we}(0)}{S_0\rho_0}}$$

If there were loss terms in the PDE describing the system, the trajectory of the norms would no longer be bound on an ellipse, instead they would travel on an elliptical spiral that concentrates on the origin.

2.2.3 Boundary conditions

Let us now consider the wave equation, (2.17), over the finite domain $D$. Using the same method as in the previous subsection, (2.30) is now

$$\frac{dH_{we}}{dt} + B_{we} = 0$$

where the energy is now defined over $D$

$$H_{we} = \frac{S_0\rho_0}{2c_0^2} ||\partial_t \psi||_D^2 + \frac{S_0\rho_0}{2} ||\partial_z \psi||_D^2$$

and the power transfer at the tube boundaries is

$$B_{we} = S_0\rho_0 \left( \partial_t \psi \right) \left( \partial_z \psi \right)|_{z=0} - S_0\rho_0 \left( \partial_t \psi \right) \left( \partial_z \psi \right)|_{z=L}$$

$$= - pS_0\rho_0 v|_{z=0} + pS_0\rho_0 v|_{z=L}$$

These solutions are described in a Sobolev space.
Two simple boundary conditions that preserve the energy of the system are

\[ \partial_t \psi(t, 0) = \frac{p(t, 0)}{\rho_0} = 0, \quad \partial_t \psi(t, L) = \frac{p(t, L)}{\rho_0} = 0 \quad \text{(Dirichlet)} \tag{2.40a} \]
\[ \partial_z \psi(t, 0) = -v(t, 0) = 0, \quad \partial_z \psi(t, L) = -v(t, L) = 0 \quad \text{(Neumann)} \tag{2.40b} \]

Both of these boundary conditions reflect waves that are incident upon them and it is clear that \( B_{we} = 0 \). The physical interpretation of these boundary conditions in an acoustic tube are as follows. For the Neumann boundary conditions, the particle velocity is zero at the boundaries and this corresponds to a closed tube. For the Dirichlet condition, the acoustic pressure is zero; this is a crude first order approximation to an open tube. See Chap. 4 for more realistic modelling of boundary conditions in acoustic tubes.

**Lossy boundary conditions**

Boundary conditions do not have have to be lossless; in the case of lossy boundary conditions the energy is no longer constant over time. Integrating \((2.37)\) with respect to time gives

\[
H_{we}(t) - H_{we}(0) + \int_0^t B_{we}(t') dt' = 0 \tag{2.41}
\]

where we are now taking into account the energy transfer at the boundaries of the system.

**Energy storing boundary conditions**

The boundary conditions mentioned above are considered to be ‘memoryless’, that is there is no mechanism for them to store energy. When boundary conditions do have this property, the power transfer at the boundary can be considered as

\[
B_{we} = \frac{dH_b}{dt} + Q_b \tag{2.42}
\]

where the energy stored and the power dissipated by the boundary condition are denoted by \( H_b \) and \( Q_b \) respectively. The energy of the system is then given by

\[
\frac{dH_t}{dt} + Q_b = 0 \quad \Rightarrow \quad H_t(t) + \int_0^t Q_b(t') dt' = 0 \tag{2.43}
\]

where the combined energy stored in the wave equation and the boundary condition is given by \( H_t = H_{we} + H_b \). This form will be returned to in later sections.

### 2.2.4 Modes of the system

The selection of boundary conditions determines the overall behaviour of the solution to the wave equation.

Since the dispersion relation gives two solutions for \( \beta \), the spatial part of the wave equation can be given as a combination of sine and cosine terms. This is modified by a harmonic time component so that the solution is of the form

\[
\psi = e^{j\omega t} \left( A \sin \left( \frac{\omega z}{c_0} \right) + B \cos \left( \frac{\omega z}{c_0} \right) \right) \tag{2.44}
\]
where $A$ and $B$ are constants.

A relationship between $A$ and $B$, along with constraints on the angular frequencies, can be found from the boundary conditions set at $z = 0$ and $z = L$. The angular frequencies, $\omega_m$, are the modal frequencies of the system; see Table 2.1 for a list of solutions and possible frequencies.

<table>
<thead>
<tr>
<th>Boundary conditions</th>
<th>Solution</th>
<th>Mode frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dirichlet $z = 0$</td>
<td>$\psi_m = A_m e^{j\omega_m t} \sin \left( \frac{\omega_m z}{c_0} \right)$</td>
<td>$\omega_m = \frac{m\pi c_0}{L}$, $m = 1, 2, 3, ...$</td>
</tr>
<tr>
<td>Dirichlet $z = L$</td>
<td>$\psi_m = A_m e^{j\omega_m t} \sin \left( \frac{\omega_m z}{c_0} \right)$</td>
<td>$\omega_m = \frac{(2m - 1)\pi c_0}{2L}$, $m = 1, 2, 3, ...$</td>
</tr>
<tr>
<td>Neumann $z = 0$, Dirichlet $z = L$</td>
<td>$\psi_m = B_m e^{j\omega_m t} \cos \left( \frac{\omega_m z}{c_0} \right)$</td>
<td>$\omega_m = \frac{(2m - 1)\pi c_0}{2L}$, $m = 1, 2, 3, ...$</td>
</tr>
<tr>
<td>Neumann $z = 0$, Neumann $z = L$</td>
<td>$\psi_m = B_m e^{j\omega_m t} \cos \left( \frac{\omega_m z}{c_0} \right)$</td>
<td>$\omega_m = \frac{m\pi c_0}{L}$, $m = 0, 1, 2, ...$</td>
</tr>
</tbody>
</table>

Table 2.1: Modal solutions and modal frequencies of the wave equation for different combinations of boundary conditions.

Since there are multiple modal frequencies, the total solution is a combination of all the modal shapes. This is the principle behind modal synthesis methods such as those used in the Modalys [52], MoReSC [148], and Mosaic [120] frameworks.

### 2.2.5 Input impedance

The input/output behaviour of a brass instrument can be characterised by the input impedance [63] which describes the frequency response of the system to some volume flow injected at the input. The input impedance of a cylinder is given by the ratio of the acoustic pressure and volume velocity at the input of the tube

$$Z_{in}(\omega) = \frac{\hat{p}(\omega, 0)}{S_0 \hat{v}(\omega, 0)}$$  \hspace{1cm} (2.45)

where $\hat{p}(\omega, z)$ and $\hat{v}(\omega, z)$ are the Fourier transforms of the pressure and velocity. The input impedance gives information about how waves propagate through the domain and how they are reflected at the far boundary.

The characteristic impedance of air in a cylindrical tube is defined as

$$Z_c = \frac{\rho_0 c_0}{S_0}$$  \hspace{1cm} (2.46)

which is the input impedance of an infinitely long tube. A wave travelling in an infinitely long cylinder does not have a chance to be reflected, so the input does not see any returning waves and it ‘appears’ as if the wave has been dissipated—this is highlighted in the purely real value of the characteristic impedance.

A finite cylinder behaves in a different manner. For a Dirichlet boundary condition at $z = L$, the input impedance is

$$Z_{in} = jZ_c \tan \left( \frac{\omega L}{c_0} \right)$$  \hspace{1cm} (2.47)
For Neumann boundary conditions at $z = L$, the input impedance is

$$Z_{in} = -jZ_c \cot \left( \frac{\omega L}{c_0} \right)$$

(2.48)

Both cases exhibit resonances and antiresonances, the phases of which depend on the boundary conditions. The resonances occur at frequencies where $Z_{in} = \infty$; these are the same frequencies calculated using the modal analysis. See Fig. 2.3 for plots of these impedances.

![Input Impedance with Dirichlet Termination](image)

![Input Impedance with Neumann Termination](image)

Figure 2.3: Top: Input impedance for the wave equation with Dirichlet termination. Bottom: Input impedance for the wave equation with Neumann termination. The cylinder has a length $L = 1$ m, and radius $r_0 = 0.005$ m. The values for air density and speed of sound are $\rho_0 = 1.1769$ kg $\cdot$ m$^{-3}$ and $c_0 = 347.23$ m $\cdot$ s$^{-1}$ corresponding to a temperature of 26.85°C.

### 2.3 The horn equation

The wave equation is a suitable description of the dynamics of a cylindrical tube system. However, if we are to describe the behaviour of brass instruments, we need to include the effect of a variable cross-sectional area, $S(z)$; see Fig. 2.4.

A suitable first derivative PDE system describing the dynamics of an acoustic tube system is

$$\frac{S}{\rho_0 c_0^2} \partial_t p + \partial_z (S v) = 0, \quad \rho_0 \partial_t v + \partial_z p = 0$$

(2.49)

This can be written in a second derivative form in terms of the acoustic velocity potential

$$S \partial_{tt} \psi - c_0^2 \partial_z (S \partial_z \psi) = 0$$

(2.50)

which is traditionally called Webster’s [173] or the horn equation. This equation can also be written in terms of pressure, but the acoustic velocity potential lends itself to simpler applications of boundary conditions.

Combining (2.49) gives

$$\left( \partial_t \pm c_0 \partial_z \right) \left\{ \frac{p}{\rho_0 c_0} \pm v \right\} = - \frac{c_0 v}{S} \frac{dS}{dz}$$

(2.51)
When $S(z)$ is constant, (2.50) reduces to the wave equation and (2.51) allows for separable waves; the wave variables being the terms in \{\}. However, for general bore profiles this equation does not allow for separable solutions as waves are scattered by the change in cross-sectional area; the right hand side of the equation can only be written in terms of the forwards and backwards waves. We will return to this type of analysis in Chap. 7 when looking at nonlinear propagation models.

**A note on one-dimensional models of brass instruments**

The reader might wonder whether it is correct to use a one-dimensional model to describe three-dimensional phenomena. For the wavelengths of interest in audio applications, the one-dimensional model is suitable and has been tested in the works cited below. Although a complete model includes losses in the air, a topic that will be covered later in this chapter, the following citations do show that the one-dimensional model is suitable.

Recent work by Eveno et al. [56] and Hélie et al. [80] show good agreement between one-dimensional models and experiments on real brass instruments.

In this work, the shape of the wavefronts is assumed to be planar—the pressure and velocity fields are assumed constant over a circular cross-section of the instrument that is perpendicular to the axial coordinate. Other choices of wavefront shape are available. Benade and Jansson [15] used spherical wave fronts in their model of wave propagation. A curved, but not spherical, wavefront shape was proposed by Hélie that uses the walls of the instrument as the coordinate system [79].

Modes beyond the planar mode have been included in multimodal studies by, e.g., Amir et al. [6] and Kemp [99].
2.3.1 Dispersion analysis

For an acoustic tube with varying cross-sectional area, dispersion analysis is not, in general, illuminating because the PDE does not have constant coefficients. Approximations, such as the WKB method [95], can be applied but require additional assumptions. However, in certain special cases, the PDE can be rendered constant coefficient. A particular example is the exponential horn of cross-section defined by

\[ S(z) = S_0 e^{\alpha z} \]  

(2.52)

where \( S_0 \) is now the opening cross-sectional area of the tube and \( \alpha \) is a flaring constant.

This results in the following form of the horn equation in terms of acoustic velocity potential

\[ \frac{1}{c_0^2} \partial_t^2 \psi - \partial_z^2 \psi - \alpha \partial_z \psi = 0 \]  

(2.53)

Even though the bore profile is spatially varying, the PDE has constant coefficients.

Again we can assume the solution is of the form

\[ \psi = e^{j\omega t} e^{j\beta z} \]  

(2.54)

which results in the following dispersion relation

\[ -\frac{\omega^2}{c_0^2} + \beta^2 - j\alpha \beta = 0 \]  

(2.55)

Solving for \( \omega \) gives

\[ \omega = \pm c_0 \sqrt{\beta^2 - j\alpha \beta} \]  

(2.56)

We define \( \omega \) as being real from its relation to \( s \) therefore the expression \( \beta^2 - j\alpha \beta \) must be real and non-negative. The wavenumber \( \beta \) must be complex to satisfy this, although in other contexts \( \beta \) is restricted to be real [65, 124]. The real and imaginary parts of this expression must satisfy

\[ \text{Re}(\beta)^2 - \text{Im}(\beta)^2 + \alpha \text{Im}(\beta) \geq 0 \]  

(2.57a)

\[ \text{Re}(\beta) (2\text{Im}(\beta) - \alpha) = 0 \]  

(2.57b)

There are two solutions that satisfy (2.57b). When \( \text{Re}(\beta) = 0 \) then \( \text{Im}(\beta) \) lies within 0 and \( \alpha \) for (2.57a) to hold. When \( \text{Im}(\beta) = \alpha/2 \) then (2.57a) always holds.

This is more succinctly shown if we solve the dispersion relation for \( \beta \)

\[ \beta = \frac{j\alpha \pm \sqrt{4\omega^2 c_0^2 - \alpha^2}}{2} \]  

(2.58)

where for \( \omega \leq c_0 \alpha/2 \), \( \beta \) is imaginary with \( 0 < \text{Im}(\beta) < \alpha \) and for \( \omega > c_0 \alpha/2 \), \( \text{Im}(\beta) = \alpha/2 \) and \( \text{Re}(\beta) > 0 \). As in the case of the wave equation, the dispersion relation shows that the solutions are bounded in time.
The phase and group velocities for waves in an exponential horn are

\[ v_p = \frac{\omega}{\text{Re}(\beta)} = \pm \frac{2\omega}{\sqrt{4\omega^2 c_0^2 - \alpha^2}}, \quad v_g = \pm \frac{c_0^2 \sqrt{4\omega^2 c_0^2 - \alpha^2}}{2\omega} \] (2.59)

where the phase velocity is defined using the real part of the wavenumber \( \beta \). The phase and group velocities are different in the exponential horn, whereas they are equal for the free space wave equation. These velocities are also functions of frequency meaning that waves of different frequency travel at different velocities, indicating dispersion.

**Cutoff frequency**

Clearly the solutions of the horn equation behave differently to the those of the wave equation, as shown by the relationship between \( \omega \) and \( \beta \). For the wave equation, a real \( \beta \) always produces a real \( \omega \), therefore waves of all frequencies can propagate over the entire domain. For the horn equation, \( \beta \) is now complex (and sometimes imaginary) restricting wave propagation at certain frequencies. This means that waves must have a frequency above a certain cutoff if they are to propagate.

As previously stated, for \( \omega \leq \frac{\alpha c_0}{2} \), \( \beta \) is a positive, imaginary number. In this case, the spatial part of the solution is determined by an exponential function whose argument is always negative over the positive side of the spatial domain. This means that waves of frequencies below this value have a spatial envelope that goes to zero exponentially. This is also reflected in the group and phase velocities which are imaginary numbers so waves have no real propagation speed.

When \( \omega > \frac{\alpha c_0}{2} \), then \( \beta \) is complex so that the spatial solution can instead be described by sine and cosine functions, with some exponential envelope that corresponds to the spreading of the wave over the increasing surface area of the horn. In this case, waves are allowed to propagate—again reflected in the phase and group velocities as they now have real parts. The value \( \frac{\alpha c_0}{2} \) is the cutoff frequency \([132]\), above which waves can propagate.\footnote{Really it makes more sense to think of this as a cuton frequency since the waves can propagate as we increase the frequency. However, the literature refers to this as a cutoff so this convention has been chosen.} Fig. 2.5 shows the spatial solution of the horn equation for three different cases.

**Alternate forms**

The horn equation can be transformed into an alternate PDE \([63]\) by using the scaling

\[ \phi = \sqrt{S} \psi \] (2.60)

which gives

\[ \frac{1}{c_0^2} \partial_t^2 \phi - \partial_z^2 \phi + \left( \frac{1}{2} \frac{\partial_t^2 S}{S} - \frac{1}{4} \left( \frac{\partial_z S}{S} \right)^2 \right) \phi = 0 \] (2.61)

Using the case of the exponential horn and assuming solutions of the form

\[ \phi = e^{\omega t} e^{i\beta z} \] (2.62)
the alternate form of the horn equation becomes

\[- \frac{\omega^2}{c_0^2} + \beta^2 + \frac{\alpha^2}{4} = 0 \]  

(2.63)

Solving for the wavenumber gives

\[ \beta = \pm \frac{1}{2} \sqrt{4 \frac{\omega^2}{c_0^2} - \alpha^2} \]  

(2.64)

The wave number in this case is the same as that of the square root term in the untransformed system. The cutoff behaviour is still present but because the transformed variable has been scaled by the cross section, there is no frequency independent imaginary part. The behaviour is recovered when transforming back to the original variable, but the mathematics has been simplified somewhat in this case.

2.3.2 Energy analysis

Energy analysis can be performed on the horn equation, with a general bore profile, to show that it is well behaved. Considering first the infinite domain \( z \in \mathbb{R} \) and taking the inner product of the first of (2.49) with \( p \) gives

\[ \frac{1}{\rho_0 c_0^2} \langle p, S \partial_z p \rangle_{\mathbb{R}} + \langle p, \partial_z (Sv) \rangle_{\mathbb{R}} = 0 \]  

(2.65)

Following the same procedure as in Sec. 2.2.2 results in

\[ \frac{dH_{he}}{dt} = 0 \]  

(2.66)

where \( H_{he} \) is the energy in the acoustic tube given by

\[ H_{he} = \frac{1}{2\rho_0 c_0^2} \| \sqrt{S} p \|_{\mathbb{R}}^2 + \frac{\rho_0}{2} \| \sqrt{S} v \|_{\mathbb{R}}^2 \]  

(2.67)
This describes a lossless system so that

\[ H_{hc}(t) = H_{hc}(0) \geq 0, \quad t \in \mathbb{R}^+ \]  

(2.68)

A similar expression can be found using the velocity potential and the scaled velocity potential

\[ H_{hc} = \frac{\rho_0}{2c_0^2} \left( \sqrt{S} \partial_t \psi \right)^2 \| \mathbf{S} \partial_z \psi \|_{L^2}^2 + \frac{\rho_0}{2} \left( \frac{\partial_{zz} S \mathbf{S}}{2S} - \left( \frac{\partial_z S \mathbf{S}}{2S} \right)^2 \right) \phi^2 \]  

(2.69a)

\[ H_{hc} = \frac{\rho_0}{2c_0^2} \left( \partial_t \phi \right)^2 \| \mathbf{S} \partial_z \phi \|_{L^2}^2 + \frac{\rho_0}{2} \left( \frac{\partial_{zz} S \mathbf{S}}{2S} - \left( \frac{\partial_z S \mathbf{S}}{2S} \right)^2 \right) \phi^2 \]  

(2.69b)

 Bounds on the solution

Once again, it is clear that the energy of the system is a non-negative, real constant and the solutions to the system are bounded by the equation

\[ \| \sqrt{S} p \|_{L^2}^2 + \rho_0 c_0^2 \| \sqrt{S} v \|_{L^2}^2 = 2 \rho_0 c_0^2 H_{hc}(0) \]  

(2.70)

which, as in the case of the wave equation, describes an ellipse in the phase space. At any given time, the solution must lie on the level curve given by (2.70). This implies that

\[ \| \sqrt{S} p \|_{L^2} \leq c_0 \sqrt{2 \rho_0 H_{hc}(0)}, \quad \| \sqrt{S} v \|_{L^2} \leq \sqrt{\frac{2H_{hc}(0)}{\rho_0}} \]  

(2.71)

Whereas dispersion analysis could only be performed for the case of an exponential horn (or a geometry that allows for constant coefficient) the energy analysis presented here shows that the system is bounded for a general class of bore profiles.

Energy over a finite domain

Now consider the Equations (2.49) over the finite domain \( z \in \mathcal{D} \). The energy analysis over this domain changes (2.66) to

\[ \frac{dH_{hc}}{dt} + B_{hc} = 0 \]  

(2.72)

where \( H_{hc} \) is now defined over \( \mathcal{D} \) and the power gain or lost at the end of the horn is

\[ B_{hc} = -pSv|_{z=0} + pSv|_{z=L} \]  

(2.73)

2.3.3 Modes of the system

In general, it is not possible to give analytic expressions for the modes of system (2.49) except for special cases. Here, we present the modes of an exponential horn with boundary conditions relevant to brass musical instruments: Neumann at \( z = 0 \) and Dirichlet at \( z = L \).

Solutions to (2.49) can be written in terms of the acoustic velocity potential as

\[ \psi = e^{j\omega \tau} e^{-\frac{\alpha}{2} z} (A \sin (\beta a z) + B \cos (\beta a z)) \]  

(2.74)

where the wavenumber has been split into \( \beta = -\frac{\omega}{c} \pm \beta_a \). This solution is suitable providing the angular frequencies are above cutoff.
For a Neumann condition at \( z = 0 \), the solutions are of the form

\[
\psi = Be^{j\omega t} e^{-\frac{\alpha}{2} z} \left( \frac{\alpha}{2\beta_a} \sin (\beta_a z) + \cos (\beta_a z) \right)
\]  

(2.75)

Setting boundary conditions at \( z = L \) constrains the possible values of \( \beta_a \), and therefore the possible modal frequencies. For a Dirichlet termination this is given by the implicit expression

\[
\tan (\beta_a L) = -\frac{2\beta_a}{\alpha} \quad (2.76)
\]

For \( \alpha = 0 \), the expression is the same as for the cylindrical tube\(^5\). As \( \beta_a \to \infty \), the constraint is also similar to that of the cylinder

\[
\beta_{am} L \to \frac{(2m - 1) \pi}{2}, \quad m \in \mathbb{Z}^+, m \to \infty
\]

(2.77)

or

\[
\omega_m \to \frac{c_0}{2} \sqrt{\left( \frac{(2m - 1) \pi}{L} \right)^2 + \alpha^2}
\]

(2.78)

Tab. 2.2 shows the angular frequencies of the resonances of a cylindrical tube and exponential horn terminated with these boundary conditions.

<table>
<thead>
<tr>
<th>Cylinder Resonances [rad · s(^{-1})]</th>
<th>Horn Resonances [rad · s(^{-1})]</th>
<th>Percentage Difference [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>511</td>
<td>1122</td>
<td>119.77</td>
</tr>
<tr>
<td>1532</td>
<td>1864</td>
<td>21.74</td>
</tr>
<tr>
<td>2553</td>
<td>2771</td>
<td>8.56</td>
</tr>
<tr>
<td>3574</td>
<td>3734</td>
<td>4.50</td>
</tr>
<tr>
<td>4595</td>
<td>4721</td>
<td>2.76</td>
</tr>
<tr>
<td>5617</td>
<td>5720</td>
<td>1.86</td>
</tr>
<tr>
<td>6637</td>
<td>6725</td>
<td>1.34</td>
</tr>
<tr>
<td>7658</td>
<td>7735</td>
<td>1.001</td>
</tr>
<tr>
<td>8679</td>
<td>8747</td>
<td>0.78</td>
</tr>
<tr>
<td>9700</td>
<td>9761</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 2.2: Resonance frequencies of 1 m horns of cylindrical and exponential profile, flaring constant being 5 m\(^{-1}\), and percentage difference of horn resonances relative to cylinder resonances. \( c_0 = 325 \text{ m} \cdot \text{s}^{-1} \).

**Comparison of exponential horn to cylindrical tube**

It is clear from the previous section that the exponential horn does behave similarly to a cylindrical tube with the same boundary conditions, producing a distinct sets of resonances. These resonance frequencies exhibit a shift as a function of the flaring parameter \( \alpha \). The shift is more apparent at lower frequencies. At high frequencies, the resonances approach that of a cylinder. This means that the effect of positively flaring the tube walls is to increase the frequency of the lower resonances relative to the higher frequencies and highlights the importance of the instrument bell in its overall tuning.

\(^5\)A useful sanity check when looking at these systems is that they reduce to systems we already know.
2.3.4 Input Impedance

As for the modes of the acoustic tube, it is not always possible to write an analytical expression for the input impedance. An analytical expression is available for the input impedance of an exponential horn, which shall be discussed here; other methods for calculating the input impedance will be discussed in the next subsection.

For an exponential horn open at the far end—but using a simple Dirichlet condition, not a radiation condition—the input impedance is

$$Z_{in} = -j\rho_0 \frac{\omega}{S_0} \frac{\tan(\beta_a L)}{\beta_a + \frac{\alpha}{2} \tan(\beta_a L)}$$

(2.79)

See Fig. 2.6 for the impedance of an exponential horn open at the far end with comparisons to the resonances of a cylinder.

![Exponential Horn Profile](image1)

![Input Impedance of Open Exponential Horn](image2)

Figure 2.6: Top: Profile of an exponential horn of length 1 m, opening radius \( r(0) = 0.005 \) m and flare parameter \( \alpha = 5 \) m\(^{-1}\). Bottom: Input impedance for this horn with an open end. \( c_0 = 347.23 \) m \cdot s\(^{-1}\) and \( \rho_0 = 1.1769 \) kg \cdot m\(^{-3}\). Dashed vertical lines show the resonances of a cylindrical tube with corresponding boundary conditions.

2.3.5 The Transmission Matrix Method

The Transmission Matrix Method (TMM) can be used to determine a ‘ground truth’ for the calculation of input impedances when no analytical solution exists and is regularly used in predicting impedances of real musical instruments [37, 56]. The TMM is a frequency domain method that approximates the bore profile as a series of concatenated cylindrical or conical tubes. In this work, concatenated cylinders will be used; see Fig. 2.7 for a representation of this approximation.

Here, the TMM will be used as a reference point to test the numerical methods presented in the next chapter. To begin, the first derivative form of the horn equation can be expressed in the frequency domain as

$$SY\ddot{\tilde{p}} + \partial_z (S\ddot{\tilde{v}}) = 0, \quad Z\ddot{\tilde{v}} + \partial_z \dddot{\tilde{p}} = 0$$

(2.80)
where \( \hat{p}(\omega, z) \) and \( \hat{v}(\omega, z) \) are the Fourier transforms of the acoustic pressure and particle velocity. For a lossless acoustic tube

\[
Y = Y_0(\omega) = \frac{j\omega}{\rho_0 c_0^2}, \quad Z = Z_0(\omega) = \rho_0 j\omega
\]

are the lossless shunt admittance and series impedance\(^6\) of the system—these expressions will later be modified to include losses in Sec. 2.4.

The bore profile is then approximated by a series of cylinders of length \( \Delta L \). Each cylinder has a corresponding surface area \( S_l \), where \( l \in \mathbb{Z}^+ \) is used to index the position of the cylinder, and pressure and velocity at the opening of the cylinder, \( \hat{p}_l \) and \( \hat{v}_l \); see Fig. 2.8. In general, the series impedance, \( Z_l \), and shunt admittance, \( Y_l \), will be different in each cylinder. The transmission matrix is then used to show the relationship between the pressure and velocity at both ends of the cylindrical section

\[
\begin{bmatrix}
\hat{p}_l \\
\hat{v}_l
\end{bmatrix}
= T_l
\begin{bmatrix}
\hat{p}_{l+1} \\
\hat{v}_{l+1}
\end{bmatrix}
\]

\[(2.82)\]

where \( \Gamma_l = (Z_l Y_l)^{0.5} \) is the propagation constant\(^7\) and \( Z_{cl} = \frac{1}{\rho_0} (Z_l / Y_l)^{0.5} \) is the characteristic impedance.

The pressure and velocity at the input of the tube can then be related to those at the end of the tube by

\[
\begin{bmatrix}
\hat{p}_0 \\
\hat{v}_0
\end{bmatrix}
= T
\begin{bmatrix}
\hat{p}_N \\
\hat{v}_N
\end{bmatrix}
\]

\[(2.83)\]

\(^6\)Not to be confused with the input impedance.

\(^7\)Although not technically a constant as it depends on frequency and tube radius, both of which vary, this terminology has been left so as to fit with the literature. This is also the same as the spatial wavenumber \( \beta \) but again has been left in this form to match the literature in the TMM.
Figure 2.8: Schematic of an element in the TMM.

where

\[
T = \prod_{l=0}^{N} T_l
\]  

(2.84)

is the transmission matrix of the system. For a given radiation impedance, \( Z_r = \hat{p}_N/S_N\hat{v}_N \), the output pressure and velocity can be written as

\[
\begin{bmatrix}
\hat{p}_N \\
\hat{v}_N
\end{bmatrix} =
\begin{bmatrix}
S_N Z_r \\
1
\end{bmatrix}
\begin{bmatrix}
\hat{v}_N
\end{bmatrix}
\]  

or

\[
\begin{bmatrix}
\hat{p}_N \\
\hat{v}_N
\end{bmatrix} =
\begin{bmatrix}
1/S_N Z_r
\end{bmatrix}
\begin{bmatrix}
\hat{p}_N
\end{bmatrix}
\]  

(2.85)

so that the input variables are both proportional to either \( \hat{p}_N \) or \( \hat{v}_N \). The following algorithm can then be implemented to calculate an input impedance for the system:

- Discretize the cross-sectional area into \( N = L/\Delta L \) cylindrical elements
- For a given frequency calculate \( T \)
- Take the product of \( T \) with (2.85) to give

\[
\begin{bmatrix}
\hat{p}_0 \\
\hat{v}_0
\end{bmatrix} =
\begin{bmatrix}
S_N Z_r \\
1
\end{bmatrix}
\begin{bmatrix}
\hat{v}_N
\end{bmatrix} \Rightarrow
\begin{bmatrix}
\hat{p}_0/\hat{v}_0 \\
\hat{v}_0/\hat{v}_N
\end{bmatrix} =
\begin{bmatrix}
Z_r \\
1
\end{bmatrix}
\]  

(2.86)

- Calculate the input impedance at that frequency from

\[
Z_{in} = \frac{\hat{p}_0/\hat{v}_0}{S_0\hat{v}_0/\hat{v}_N}
\]  

(2.87)

- Repeat for other frequencies

Tab. 2.3 shows the resonances for an exponential horn open at one end calculated using the modal frequencies (2.76) and by finding the maxima of the absolute value of the input impedance peaks calculated using the TMM with two values of \( \Delta L \). It shows that for a sufficiently fine resolution, the TMM is a good method for solving the equations. However, this leads to long computation times that make the method unsuitable for synthesis purposes. It is also not possible to incorporate time varying gestures using the TMM as the results refer to the steady state solutions of the system, limiting its applicability as an interesting musical instrument.

*For the case of \( Z_r = \infty \) then use the second of (2.85)*
Table 2.3: Angular frequencies of resonances of 1 m long exponential horn with flaring constant being 5 m\(^{-1}\) calculated using the exact expression \((2.76)\) and the Transmission Matrix Method with element lengths of 0.1 m and 0.01 m. \(c_0 = 325\ m\cdot s^{-1}\).

<table>
<thead>
<tr>
<th>Exact [rad \cdot s^{-1}]</th>
<th>TMM (\Delta L = 0.1\ m)</th>
<th>TMM (\Delta L = 0.01\ m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1122</td>
<td>1107</td>
<td>1122</td>
</tr>
<tr>
<td>1864</td>
<td>1834</td>
<td>1864</td>
</tr>
<tr>
<td>2771</td>
<td>2721</td>
<td>2771</td>
</tr>
<tr>
<td>3734</td>
<td>3661</td>
<td>3734</td>
</tr>
<tr>
<td>4721</td>
<td>4622</td>
<td>4720</td>
</tr>
<tr>
<td>5720</td>
<td>5588</td>
<td>5719</td>
</tr>
<tr>
<td>6725</td>
<td>6549</td>
<td>6724</td>
</tr>
<tr>
<td>7735</td>
<td>7489</td>
<td>7733</td>
</tr>
<tr>
<td>8747</td>
<td>8377</td>
<td>8745</td>
</tr>
<tr>
<td>9761</td>
<td>9103</td>
<td>9759</td>
</tr>
</tbody>
</table>

2.4 Viscous and thermal losses

So far, only lossless wave propagation has been considered in this work. In reality, wave propagation in acoustic tubes is far from lossless: effects due to viscosity and heat transfer need to be included in our model. Before extending our acoustic tube model, let us first re-examine the lossless shunt admittance and series impedance of the horn equation. Under transformation in the complex frequency domain, \(j\omega \rightarrow s\) these become

\[
Y_0(s) = \frac{s}{\rho_0 c_0^2}, \quad Z_0(s) = \rho_0 s \tag{2.88}
\]

There are two important properties to note. The first is that when \(s\) is real, the admittance and impedance are both real. The second is that for when the real part of \(s\) is positive, the real parts of the admittance and impedance are positive. This property is known as positive realness and is useful as it is another way of classifying systems as passive; we shall define positive realness in Sec. 2.4.2. As we look to extend our models, we shall look for this property in the functions to ensure that the system is passive.

For musical applications the viscothermal losses are confined to a thin boundary layer along the tube walls rather than in the main volume of air in the tube [115].

Dimensionless viscous and thermal boundary layer thicknesses, respectively, are [63]

\[
r_v = r \sqrt{\frac{\rho_0 \omega}{\eta}}, \quad r_t = \nu T \sqrt{\frac{\rho_0 \omega}{\eta}} \tag{2.89}
\]

These quantities are given in terms of thermodynamic gas constants including the shear viscosity, \(\eta\), and Prandtl number, \(\nu T = \nu^2\). See Tab. [2.4] for a list of thermodynamic constants and associated values. In this work, thermodynamic constants will be defined at a temperature \(T = 26.85\ \degree C\).

2.4.1 The Zwikker and Kosten model

A model that will be at the focus of this work is the one proposed by Zwikker and Kosten [182], although the form presented by Benade [13] will be used here. The Zwikker and Kosten model treats the viscous and thermal effects separately, putting the viscous effects into a
<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of sound</td>
<td>$c_0$</td>
<td>$3.4723 \times 10^2 (1 + 0.00166\Delta T)$ m·s$^{-1}$</td>
</tr>
<tr>
<td>Air density</td>
<td>$\rho_0$</td>
<td>$1.1769 (1 - 0.00335\Delta T)$ kg·m$^{-3}$</td>
</tr>
<tr>
<td>Shear viscosity</td>
<td>$\eta$</td>
<td>$1.846 \times (1 + 0.0025\Delta T)$ kg·s$^{-1}$·m$^{-1}$</td>
</tr>
<tr>
<td>Root of Prandtl number</td>
<td>$\nu$</td>
<td>$0.8410 (1 - 0.00002\Delta T)$</td>
</tr>
<tr>
<td>Ratio of specific heats</td>
<td>$\gamma$</td>
<td>$1.4017 (1 - 0.00002\Delta T)$</td>
</tr>
</tbody>
</table>

Table 2.4: List of thermodynamic constants and their calculation as a function of $\Delta T$ which is the temperature deviation from 26.85 °C. Originally presented by Benade [13] and reprinted by Keefe [94].

series impedance and the thermal effects into a shunt admittance. Recalling the first derivative form of the horn equation over the domain $z \in \mathcal{D}$ to give the frequency response of the pressure and particle velocity in a tube

$$SY \dot{p} + \partial_z (S \dot{v}) = 0, \quad Z \dot{v} + \partial_z \dot{p} = 0$$

(2.90)

the viscous and thermal losses can be incorporated into the system by using

$$Y = \frac{j\omega}{\rho_0 c_0} (1 + (\gamma - 1) F_t), \quad Z = \frac{\rho_0 j\omega}{1 - F_v}$$

(2.91)

where $\gamma$ is the ratio of specific heats and

$$F_t = \phi \left( \sqrt{-j} r_t \right), \quad F_v = \phi \left( \sqrt{-j} r_v \right), \quad \phi (\xi) = \frac{2 J_1 (\xi)}{\xi J_0 (\xi)}$$

(2.92)

The functions $J_0$ and $J_1$ are Bessel functions of zeroth and first order.

This model is suitable for cylindrical tubes; see the work of Stinson [154], Stinson and Champoux [155], and Christensen [46] for viscothermal models using different tube cross-section geometries.

2.4.2 Approximations of the model and positive real functions

Despite the Zwikker and Kosten model being a good match for experiments [53], this model is difficult to implement in the time domain due to the lack of representation of the ratio of Bessel functions in $F_t$ and $F_v$. As a result, approximations must be made for time domain applications.

Approximations of the Zwikker and Kosten model

Multiple approximations in terms of a power series expansion in $r_v$ and $r_t$ exist for the Zwikker and Kosten model. Benade [13] and Keefe [94] give expansions for large and small values of the boundary layers. Benade approached this by evaluating the impedance and admittance as the frequencies approached zero and infinity, whereas Keefe used truncated power series and asymptotic expansions. Keefe also focused on matching the small and large expressions over a particular transition region, something missing in Benade's original work.

In Keefe's original publication [94] there appears to be an error in the values of $G$ and $\omega L$ for the small expansion for the powers of the tube radius. This has been corrected in this work.
Although it is not clear if Benade and Keefe used the same methods, Benade’s expressions can be obtained through simplification of those presented by Keefe.

The large term expansions correspond to a high frequency (or large tube radius) limit and are suitable for most applications in brass instruments. Caussé et al. [37] used this argument to come up with their own expression that goes up to the second power of \( r_v t \), which is also a truncation of Keefe’s large frequency limit. Bilbao and Chick [24] presented another form of Keefe and Caussé et al.’s models for use in the time domain. Kemp et al. [97] used simplified version that neglected the frequency independent loss term in the impedance.

An alternative to approximating impedances and admittances is to approximate the propagation constant \( \Gamma \). This is how the Webster-Lokshin model [79] is presented, although Benade [13] attributes it to Rayleigh [157]. In this case, the loss is applied to the second derivative form of the wave equation in pressure, leaving the temporal behaviour of the velocity as the lossless momentum conservation equation. This is different to the treatment in the other approximations as the thermal and viscous effects are mixed. Tab. 2.5 shows the expansions of the Zwikker and Kosten impedance and admittance attributed to Benade, Keefe, Caussé et al., and Bilbao and Chick, and Tab. 2.6 shows the propagation constants of these expressions along with the Webster-Lokshin model. From these tables it is clear that the all of the approximations presented can be deduced from Keefe’s forms through simplifications—the expressions of Benade, Caussé et al., and Bilbao and Chick are simplified impedances and admittances and Webster-Lokshin is a simplified propagation constant.

<table>
<thead>
<tr>
<th>Model</th>
<th>( r_v, r_t \ll 1 )</th>
<th>( r_v, r_t \gg 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Zwikker &amp; Kosten</strong></td>
<td>( Z = \frac{j\omega}{\rho c_v} \left( \frac{1}{8} - \frac{8}{3\gamma} \right) )</td>
<td>( Y = \frac{j\omega}{\rho c_v} \left( \gamma - (\gamma - 1) \frac{j^2 r_v}{8} \right) )</td>
</tr>
<tr>
<td><strong>Benade</strong></td>
<td>( Z = \rho_0 j\omega \left( \frac{1}{3} - \frac{8\gamma}{r_v^2} \right) )</td>
<td>( Z = \rho_0 j\omega \left( 1 - \frac{2\gamma^2 r_v}{r_v} \right) )</td>
</tr>
<tr>
<td></td>
<td>( Y = \frac{j\omega}{\rho c_v} \left( \gamma - (\gamma - 1) \frac{j^2 r_v}{8} \right) )</td>
<td>( Y = \frac{j\omega}{\rho c_v} \left( 1 - (\gamma - 1) \frac{2j^{3/2}}{r_v} \right) )</td>
</tr>
<tr>
<td><strong>Keefe</strong></td>
<td>( Z = \rho_0 j\omega \left( \frac{1}{3} - \frac{8\gamma}{r_v^2} \right) )</td>
<td>( Z = \rho_0 j\omega \left( 1 - \frac{2\gamma^2 r_v}{r_v} - \frac{3}{r_v^2} - (4 + 15j) \frac{\sqrt{2}}{8\gamma} \right) )</td>
</tr>
<tr>
<td></td>
<td>( Y = \frac{j\omega}{\rho c_v} \left[ \gamma - (\gamma - 1) \frac{j^2 r_v}{8} \left( 1 - \frac{13r_v^2}{384} \right) \right] )</td>
<td>( Y = \frac{j\omega}{\rho c_v} \left( 1 - (\gamma - 1) \left( \frac{2j^{3/2}}{r_v} - \frac{4}{r_v^2} - \frac{j^{3/2}}{4r_v} \right) \right) )</td>
</tr>
<tr>
<td><strong>Caussé et al.</strong></td>
<td>Not provided</td>
<td>( Z = \rho_0 j\omega \left( 1 - \frac{2\gamma^2 r_v}{r_v} - \frac{3}{r_v^2} \right) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( Y = \frac{j\omega}{\rho c_v} \left( 1 - (\gamma - 1) \frac{2j^{3/2}}{r_v} \right) )</td>
</tr>
<tr>
<td><strong>Bilbao and Chick</strong></td>
<td>Not provided</td>
<td>( Z = \rho_0 j\omega \left( 1 - \frac{2\gamma^2 r_v}{r_v} - \frac{3}{r_v^2} \right) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( Y = \frac{j\omega}{\rho c_v} \left( 1 - (\gamma - 1) \frac{2j^{3/2}}{r_v} \right) )</td>
</tr>
</tbody>
</table>

Table 2.5: Frequency domain impedance and admittances that include viscous and thermal losses in acoustic tubes

The exact form of \( \Gamma = \sqrt{ZY} \) for the Zwikker and Kosten model is shown in Fig. 2.9 along with the associated errors of the expansions in Tab. 2.6. Note that the small and large expansions have been joined in these plots and that the Caussé et al., Bilbao and Chick, and Webster-Lokshin models have been plotted in the small boundary layer region, despite being defined in the large limit. All models tend toward the Zwikker and Kosten model at high frequencies but only the expressions of Benade and Keefe match at low frequencies (since the

orem
<table>
<thead>
<tr>
<th>Author</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zwikker &amp; Kosten</td>
<td>$\Gamma = \frac{j \omega}{c_0} \left( \frac{1 + (\gamma - 1) F}{1 - F} \right)^{1/2}$</td>
</tr>
<tr>
<td>Benade</td>
<td>$\Gamma = \frac{j \omega}{c_0} \left( \frac{4}{3} - (\gamma - 1) \nu^2 - j \left( \frac{8 \nu}{r_v} + (\gamma - 1) \frac{r_v^2}{6} \right) \right)^{1/2}$</td>
</tr>
<tr>
<td>Keefe</td>
<td>$\Gamma = \frac{j \omega}{c_0} \left( 1 - 2j^{3/2} \left( \frac{1}{r_v} + \frac{\gamma - 1}{r_t} \right) - (\gamma - 1) \frac{4j}{r_v r_t} \right)^{1/2}$</td>
</tr>
<tr>
<td>Caussé et al.</td>
<td>$\Gamma = \frac{j \omega}{c_0} \left( 1 - 2j^{3/2} \left( \frac{1}{r_v} + \frac{\gamma - 1}{r_t} \right) - j \left( \frac{3}{r_v} - (\gamma - 1) \left( \frac{1}{r_t} - \frac{4}{r_v r_t} \right) \right) \right.$ $-$ $\left(\gamma - 1\right) \frac{3j^{3/2}}{4r_v^2 r_t^2} + \frac{\sqrt{2}(4j - 15)}{8r_v^2 r_t^2} - \frac{\sqrt{2}(4j^{1/2} + 15j^{3/2})}{32r_v^3 r_t^3}$ $\right)^{1/2}$</td>
</tr>
<tr>
<td>Bilbao and Chick</td>
<td>$\Gamma = \frac{j \omega}{c_0} \left( 1 - 2j^{3/2} \left( \frac{1}{r_v} + \frac{\gamma - 1}{r_t} \right) - j \left( \frac{3}{r_v} + \frac{4(\gamma - 1)}{r_v r_t} \right) - \frac{j^{1/2}(\gamma - 1)}{r_v r_t} \right)^{1/2}$</td>
</tr>
<tr>
<td>Webster-Lokshin</td>
<td>$\Gamma = \frac{j \omega}{c_0} \left( 1 - 2j^{3/2} \left( \frac{1}{r_v} + \frac{\gamma - 1}{r_t} \right) \right)^{1/2}$</td>
</tr>
</tbody>
</table>

Table 2.6: Propagation constants that include viscous and thermal losses in acoustic tubes.
other three models do not have low frequency forms). The real part of $\Gamma$ is best approximated by Keefe but this is not the case for the imaginary part, with the models of Benade, Caussé et al. and Bilbao and Chick having a smaller error around the transition region. However, the discontinuity at the transition is smaller for Keefe than for Benade which is a feature of Keefe’s model.

Figure 2.9: Top: Real (left) and imaginary (right) parts of $\Gamma$ calculated using the Zwikker and Kosten Model for a tube of radius 0.005 m. Bottom: Fractional error of the real and imaginary parts of $\Gamma$ from the expansions given by Benade (blue), Keefe (red), Caussé et al. (yellow), Bilbao and Chick (purple) and Webster-Lokshin (green). Note that the small and large expansions have been connected around $r_v = 1$ and $r_t = \nu$.

In all of the approximations above, fractional powers of $j\omega$ are present. This creates some nontrivial problems from a time domain modelling perspective; upon transforming from the frequency domain to the time domain, these operators become fractional derivatives with respect to time that require their own discrete approximation [41, 42, 171]. Hélie and Matignon [81], Mignot et al. [118] and Lombard and Mercier [106], to name a few, have presented methods to approximate fractional derivatives with applications to acoustic tubes; see Chap. 3 for a method applied in finite-difference schemes.

Positive real functions

So far, the loss model has only been discussed in the frequency domain yet we intend to construct a time domain system. The expansions provided can be transformed to the time domain but we cannot, at first, know if this will result in a passive system. It is therefore of use to introduce the concept of a positive real function.

A complex function $f(s)$ is defined as positive real if [165, 174]

$$\text{Re}(f(s)) \geq 0 \quad \text{if} \quad \text{Re}(s) \geq 0$$

$f$ is real when $\text{Im}(s) = 0$
The importance of this classification is that if \( f(s) \) is positive real, then it can be realised by a passive one-port structure meaning that, from a simulation perspective, the energy of the modelled system will not grow beyond the amount of energy that is supplied to it.

Some useful properties of positive real functions are:

1. The poles and zeros of the function lie in the left hand half of the complex plane.
2. If \( f(s) \) is positive real then \((1/f(s))\) is positive real—this applies to admittance realisations.
3. The sum of two positive real functions is positive real—we can make a large positive real structure from smaller positive real elements.

In their current form, the large \( r \) models of Keefe and Caussé et al. are not positive real—at low frequencies the admittance approaches a negative value. The Benade, Bilbao and Chick, and the Webster-Lokshin models are positive real and can therefore be realised in the time-domain. We chose the model of Bilbao and Chick for this work as it offers the greatest accuracy to the original Zwikker and Kosten model of the suitable expansions. Transforming the Bilbao and Chick model to the time domain gives

\[
\frac{S}{\rho_0 c_0^2} \partial_t p + \partial_z (S v) + g \partial_t^{1/2} p = 0 \quad (2.94a)
\]

\[
\rho_0 \partial_t v + \partial_z p + f v + g \partial_t^{1/2} v = 0 \quad (2.94b)
\]

where

\[
f = 3 \frac{\eta \pi}{S}, \quad g = 2 \sqrt{\frac{\rho_0 \pi}{S}}, \quad \eta = 2(\gamma - 1) \frac{c_v}{\rho_0} \sqrt{\frac{\eta \pi}{S}} \quad (2.95)
\]

### 2.4.3 Circuit representation of the Zwikker and Kosten model

Although the power series expansions produce usable expressions to approximate the Zwikker and Kosten model, they are not guaranteed to be passive when modelled in the time domain. Instead, we can draw on work from electrical network theory to construct equivalent circuits; see App. A for an introduction to the concepts used here. We have already discussed that if an impedance or admittance can be classified as a positive real function, then the process it describes is passive. Network synthesis investigates how such a passive impedance can be described through connections of smaller, passive elements—the fundamental elements being the capacitor, inductor, and resistor.

Analysing the model of Zwikker and Kosten in the complex plane shows that the poles and zeros are interlaced on the negative real axis; see Fig. 2.10.

This particular arrangement of poles and zeros means that the function can be described by structures containing only two types of elements, either RC (resistor and capacitor) or RL (resistor and inductor) [165].

### 2.4.4 Cauer and Foster forms of RL and RC circuits

Two element structures are of particular use as they allow for simple canonical realisations of an impedance or admittance. Two particular types of circuit will be considered here: Cauer
and Foster. Canonical realisations also exist for general impedances but the realisations are
not simple, e.g., Brune synthesis\cite{165,174}.

Cauer form

The Cauer forms are derived from a continued fraction expansion of the impedance or
admittance that is to be approximated. If the expansion is around infinity, the first Cauer
form is used; if the expansion is around zero, the second Cauer form is used. Fig. 2.11 shows
the first form for an RL circuit and the second form for an RC circuit. Note that for
admittances, the conductivity \( G = 1/R \) is used to describe the behaviour of the resistor.

\[
Z = R_1 + \frac{1}{\frac{1}{L_1 j \omega} + \cdots + \frac{1}{R_M + \frac{1}{L_M j \omega}}} \quad (2.96)
\]

The impedance of the first form RL circuit is given by the continued fraction expansion

Figure 2.10: Left: Magnitude of \( Z \) in the complex plane. Right: Magnitude of \( Y \) in the complex
plane. Poles are bright yellow and zeros are green/blue. Note that surfaces have been plotted
using a logarithmic plot to accentuate the poles and zeros. A tube of radius 0.03 m has been
used to highlight the poles and zeros in a reasonable range.

Figure 2.11: Top: First form of Cauer RL circuit. Bottom: Second form of Cauer RC circuit.
The admittance of the $RC$ circuit is given by

$$Y = \frac{1}{C_1 j\omega + \frac{1}{G_1 + \cdots + \frac{1}{C_M j\omega + G_M}}} \quad (2.97)$$

**Foster form**

Another type of $RL$ and $RC$ circuit are the first and second Foster forms. The first form consists of a series connection of parallel elements; the second form is the reverse, parallel connection of series elements. The first and second Foster forms are illustrated in Fig. 2.12.

![Foster form](image)

Figure 2.12: Top: First form of Foster $RL$ structure. Bottom: Second form of Foster $RC$. Both structures have $M$ branches.

The impedances of the $q^{th}$ branches of the first form are

$$Z_q = \frac{R_q L_q j\omega}{R_q + L_q j\omega} \quad (2.98)$$

The admittances of the $q^{th}$ branches in the second form are

$$Y_q = \frac{G_q C_q j\omega}{G_q + C_q j\omega} \quad (2.99)$$

For structures constructed entirely of either first or second Foster forms with $M$ branches, it is easy to obtain the total impedance and admittance, respectively, as

$$Z = \sum_{q=1}^{M} \frac{R_q L_q j\omega}{R_q + L_q j\omega} \quad (2.100a)$$

$$Y = \sum_{q=1}^{M} \frac{G_q C_q j\omega}{G_q + C_q j\omega} \quad (2.100b)$$
This kind of structure is of particular use when using optimisation procedures to find appropriate element values in the final expression for the immittance, as each branch is independent of the others, minimising the amount of mathematics required.

Providing all of the circuit elements have positive values, the total impedance and admittance of these structures will be positive real. This means that these structures are suitable for modelling physical, passive mechanisms such as viscous and thermal losses in acoustic tubes.

2.4.5 Cauer structure representation of loss model

Thompson et al. use Cauer structures to model viscous and thermal losses in acoustic tubes. First the impedance and admittance are written as

\[
Z = z_0 j\omega - z_0 j\omega + \frac{1}{1 - \left(\frac{2J_1(\sqrt{-jr})}{\sqrt{-jr}J_0(\sqrt{-jr})}\right)}
\]  
\[Y = \frac{j\omega}{\rho_0 c_0^2} + \frac{j\omega(\gamma - 1)}{\rho_0 c_0^2} \frac{2J_1(\sqrt{-j\nu})}{\sqrt{-j\nu}J_0(\sqrt{-j\nu})}
\]

and continued fraction expansions (CFE) are used on the second term in each expression to give

\[
Z = L_0 j\omega + R_1 + \frac{1}{L_1 j\omega + \ldots + \frac{1}{L_M j\omega}}
\]  
\[Y = C_0 j\omega + \frac{1}{C_1 j\omega + \ldots + \frac{1}{C_M j\omega + \frac{1}{G_1 + \ldots + G_M}}}
\]

where

\[
R_q = qR_\nu, \quad L_q = \frac{L_0}{2q + 1}, \quad q = 1, \ldots, M
\]  
\[G_q = qG_t, \quad C_q = (\gamma - 1)\frac{C_0}{2q - 1}, \quad q = 1, \ldots, M
\]

and \(L_0 = \rho_0, \ R_\nu = 8\rho_0\eta/r^2, \ C_0 = 1/\rho_0 c_0^2, \ G_t = 8\eta(\gamma - 1)C_0/(\rho_0 r^2 \nu^2)\). See Fig. 2.13 for the circuit structures.

In principle the model of Thompson et al. approximates the model of Zwikker and Kosten to arbitrary accuracy, see Figs. 2.14 and 2.15. However, it requires many branches for it to be useful over the musical frequency range for a given radius—at least 16 branches are required for a tube of radius 0.005 m to reach 1% accuracy over the 0 – 1 kHz band.

Looking forward to designing numerical schemes that include attenuation processes, it is

---

11In Thompson et al.'s original paper, the surface area is included in the expressions. Here it has been factorised.
clear that the Cauer structure is not particularly suited for efficient implementation, see Chap. 3. Optimisation procedures could be applied for accuracy over a wide frequency range, however, the nature of the CFE makes it challenging to implement. Instead, the Foster structure, discussed in the next section, will be applied as it is amenable to this kind of application.

Figure 2.14: Fractional error of impedance calculated using the Cauer structure for a tube of radius 0.005 m. Left: Error in real part of impedance. Right: Error in imaginary part of impedance.

2.4.6 Foster structure representation of loss model

To use the Foster structure, see [26, 27], the functions $Z$ and $Y$ of the Zwikker and Kosten model can be separated into lossless and lossy parts

$$Z = Z_0 + Z_v, \quad Y = Y_0 + Y_t$$ (2.104)
Figure 2.15: Fractional error of admittance calculated using the Cauer structure for a tube of radius 0.005 m. Left: Error in real part of admittance. Right: Error in imaginary part of admittance.

where the lossless propagation parts, $Z_0$ and $Y_0$, are the same as (2.81) and the lossy parts are

$$Z_v = j\omega\rho_0 \frac{F_v}{1 - F_v}, \quad Y_t = \frac{j\omega}{\rho_0 c^2_0} (\gamma - 1) F_t$$

(2.105)

Fig. 2.16 shows the absolute value $Z_v$ and $Y_t$ in the complex plane. This again shows interlaced poles and zeros. For numerical reasons it is important to treat the lossless and lossy parts separately, this will become clear in the next chapter.

Figure 2.16: Left: Magnitude of $Z_v$ in the complex plane. Right: Magnitude of $Y_t$ in the complex plane. Poles are yellow and zeros are dark blue. Note that surfaces have been plotted using a logarithmic plot to accentuate the poles and zeros. The tube radius is 0.03 m

We can modify the admittance of this model by removing an equivalent capacitor of capacitance $\hat{C} = (\gamma - 1)/\rho_0 c^2_0$ leaving the modified admittance

$$\hat{Y}_t = j\omega\hat{C} \frac{F_t}{1 - F_t}$$

(2.106)

It is clear that $Z_v$ and $\hat{Y}_t$ are of the same form, and therefore element values for one of the immitances can be reused for the other after applying some scaling. Whereas the Cauer structure in the previous section is a direct expansion of the model of Zwikker and Kosten, a Foster structure can be used in an optimisation procedure to calculate element values that fit to the impedances of Zwikker and Kosten curves. The approximations to these immitances
are

\[ Z_v^M = R_0 + \sum_{q=1}^{M} \frac{R_q L_q j\omega}{R_q + L_q j\omega} \]  

(2.107a)

\[ \hat{Y}_t^M = G_0 + \sum_{q=1}^{M} \frac{G_q C_q j\omega}{G_q + C_q j\omega} \]  

(2.107b)

The structures representing \( Z_v \) and \( Y_t \) using the Foster form are presented in Fig. 2.17.

![Diagram of Foster structures](image)

Figure 2.17: Top: \( Z_v \) Foster structure. Bottom: \( Y_t \) Foster structure.

### 2.4.7 Time domain system of the Foster structure

The Foster structure can be incorporated into the acoustic tube equations by using the following PDE system

\[ \frac{S}{\rho_0 c_0^2} \partial_t p + \partial_z (Sv) + Sm = 0 \]  

(2.108a)

\[ \rho_0 \partial_t v + \partial_z p + \Delta = 0 \]  

(2.108b)

where \( m \) is the current going into the \( RC \) circuit for \( Y_t \) and \( \Delta \) is the voltage over the \( RL \) circuit. Using Kirchoff’s current laws, the following relations for these values are

\[ p = p_0 + \tilde{p}, \quad m = \sum_{q=0}^{M} m_q, \quad \tilde{p} = \tilde{p}_q + \tilde{p}'_q, \quad q = 1, \ldots, M \]  

(2.109a)

\[ m = \dot{C} \partial_t p_0, \quad m_0 = G_0 \tilde{p}, \quad m_q = G_q \tilde{p}_q = C_q \partial_t \tilde{p}'_q, \quad q = 1, \ldots, M \]  

(2.109b)
\[ \Delta = \sum_{q=0}^{M} \Delta_q, \quad v = v_q + v_q', \quad q = 1, \ldots, M \]  
(2.110a)

\[ \Delta_0 = R_0 v, \quad \Delta_q = R_q v_q = L_q \partial_t v_q', \quad q = 1, \ldots, M \]  
(2.110b)

where \( p_0, \tilde{p}, \tilde{p}_q, \tilde{p}'_q \) and \( \Delta_q \) are interpreted as partial voltages over the circuit elements and \( m_q, v_q \) and \( v_q' \) are interpreted as partial currents from each node.

### 2.4.8 Energy analysis of Foster structure

Foster structures correspond to positive real impedances and admittances and are therefore passive systems. We can also show this in the time domain using energy methods.

Taking the inner product of the first of (2.108) with \( p \) over the domain \( \mathcal{D} \) then employing integration by parts and substituting the second of (2.108) gives

\[ \frac{dH_v}{dt} + B_{he} + \langle Sv, \Delta \rangle_{\mathcal{D}} + \langle p, Sm \rangle_{\mathcal{D}} = 0 \]  
(2.111)

The final two terms can be approached separately using (2.109) and (2.110). The velocity term becomes

\[ \langle Sv, \Delta \rangle_{\mathcal{D}} = \sum_{q=0}^{M} \langle Sv, \Delta_q \rangle_{\mathcal{D}} \]

\[ = \langle Sv, \Delta_0 \rangle_{\mathcal{D}} + \sum_{q=1}^{M} \langle Sv, \Delta_q \rangle_{\mathcal{D}} \]

\[ = \langle Sv, R_0 v \rangle_{\mathcal{D}} + \sum_{q=1}^{M} \langle Sv_q, R_q v_q \rangle_{\mathcal{D}} + \langle Sv_q', L_q \partial_t v_q' \rangle_{\mathcal{D}} \]

where

\[ \mathcal{H}_v = \sum_{q=1}^{M} \frac{1}{2} \| \sqrt{S} L_q v_q' \|_{\mathcal{D}}^2 \geq 0 \]  
(2.113a)

\[ \mathcal{Q}_v = \| \sqrt{S} R_0 v \|_{\mathcal{D}}^2 + \sum_{q=1}^{M} \| \sqrt{S} R_q v_q \|_{\mathcal{D}}^2 \geq 0 \]  
(2.113b)
Similarly, the pressure term of the energy analysis becomes

\[
\langle p, S m \rangle_D \overset{(2.109a)}{=} \langle p_0 + \tilde{p}, S m \rangle_D
\]

\[
\overset{(2.109a)}{=} \langle p_0, S m \rangle_D + \sum_{q=0}^{M} (\tilde{p}_q + \tilde{p}_q', S m_q) D
\]

\[
\overset{(2.109a)}{=} \langle p_0, S m \rangle_D + (\tilde{p}, S m_0) D + \sum_{q=1}^{M} (\tilde{p}_q + \tilde{p}_q', S m_q) D
\]

\[
\overset{(2.109a)}{=} \langle p_0, S \tilde{C} \partial_t p_0 \rangle_D + (\tilde{p}, S G_0 \tilde{p}) D + \sum_{q=1}^{M} (\tilde{p}_q, S G_q \tilde{p}_q) D + (\tilde{p}_q', S C_q \partial_t \tilde{p}_q') D
\]

\[
\frac{d H_t}{dt} + Q_t \quad (2.114)
\]

where

\[
H_t = \frac{1}{2} \| \sqrt{S \tilde{C}} p_0 \|_D^2 + \frac{1}{2} \sum_{q=1}^{M} \| \sqrt{S \tilde{C}} q \tilde{p}_q \|_D^2 \geq 0 \quad (2.115a)
\]

\[
Q_t = \| \sqrt{S G_0 \tilde{p}} \|_D^2 + \sum_{q=1}^{M} \| \sqrt{S G_q \tilde{p}_q} \|_D^2 \geq 0 \quad (2.115b)
\]

Incorporating these terms into the energy balance gives

\[
\frac{d}{dt} (H_{he} + H_v + H_t) + B_{he} + Q_v + Q_t = 0 \quad (2.116)
\]

It is clear that the energy and dissipation terms are non-negative and the solutions of the system are therefore bounded.

### 2.4.9 Numerical optimisation procedures

One approach to setting the circuit elements for the Foster structure would be to determine the location of the poles of the Zwikker and Kosten model numerically and truncate the expression to the first \( M \) poles; this is how the Cauer structure is applied \[162\]. However, this method does not provide the most optimal results in every application. Numerical optimisation procedures are then of use to find element values \[25\].

To guarantee a passive realisation of the structure, the impedance can be rewritten in terms of the free parameters \( x = [a_0, ..., a_M, b_1, ..., b_M]^T \)

\[
Z_v^M(\omega, x) = e^{a_0} + \sum_{q=1}^{M} e^{a_q j\omega} e^{b_q + j\omega}, \quad a_q, b_q \in \mathbb{R} \quad (2.117)
\]

so that

\[
R_0 = e^{a_0}, \quad R_q = e^{a_q}, \quad L_q = e^{a_q - b_q} \quad (2.118)
\]

Use of the exponential function simplifies some of the mathematics used in optimisation procedures\[12\]. It also removes limits on \( a_q \) and \( b_q \) as the exponential function produces positive real values for any real input.

---

\[12\]Online searches describe this reparametrisation as the ‘log trick’, see [https://justindomke.wordpress.com/log-gradient-descent/](https://justindomke.wordpress.com/log-gradient-descent/) last accessed on 30th January 2017, for a brief description of this.
A cost function $E(x)$ is then defined which is used to determine how far our approximated function deviates from the exact function over a finite set of frequencies $\mathbf{w} = [\omega_0, ..., \omega_R]^T$, where $R$ is an integer. We shall use $\omega_r$ to denote the $r$th element of $\mathbf{w}$. Here we investigate two such cost functions. One looks at the deviation over the real part of the impedance

$$E_R = \frac{1}{2} \sum_{r=0}^{R} \left( \frac{\text{Re}(Z_{vr}) - \text{Re} \left( \frac{Z_M}{Z_{vr}} \right)}{\text{Re}(Z_{vr})} \right)^2$$

(2.119)

where $Z_M^{vr} = Z_M^{vr}(\omega_r, x)$ and $Z_{vr} = Z_v(\omega_r)$. The other looks over the magnitude of the impedance

$$E_M = \frac{1}{2} \sum_{r=0}^{R} \left( \frac{|Z_{vr} - Z_M^{vr}|}{|Z_{vr}|} \right)^2$$

(2.120)

where $|.|$ denotes the absolute value. Both $E_R$ and $E_M$ are always non-negative, real numbers, which are necessary conditions for this optimisation problem. We expect that using $E_R$ should produce results that approximate the losses of the model, determined by the real part of the admittance/impedance, better than optimising over the magnitude of the impedances. However, as the real and imaginary parts are combined in the absolute operation, the results produced using $E_M$ should approximate the overall behaviour of viscous and thermal effects in air better than optimising over only the real part.

To find the minimum of a function $F(x)$ of multiple variables contained in vector $x$, we begin with an initial guess, $x^0$, and then use an iterative procedure to find a new point so that

$$x^{i+1} = x^i - \epsilon \textbf{d}^i(F), \quad i = 0, 1, \ldots$$

(2.121)

where $\textbf{d}^i(F)$ is a descent direction at the $i$th iteration, and $\epsilon$ is the step size, the distance that the direction is followed. We now look at two such ways to determine the descent direction.

**Steepest descent**

A simple optimisation procedure is the steepest descent algorithm. This is an iterative method that follows the negative gradient of the function we are trying to approximate towards a local minimum. The descent direction for the steepest descent algorithm is given by

$$\textbf{d}^i = \frac{\nabla F(x^i)}{\| \nabla F(x^i) \|}, \quad i = 0, 1, \ldots$$

(2.122)

where $\nabla$ denotes the multidimensional gradient operator.

The step size is very important for the efficiency of this algorithm; too small and it will take a long time to reach a minimum, too large and it will overshoot the minimum and potentially position $x^{i+1}$ so that it increases the function $F$. Since this procedure only finds local minima, the algorithm must be run multiple times with different initial guesses that are randomly placed in the domain in an attempt to find a global minimum.

**Newton’s method**

Steepest descent is useful in that it can approach a minimum with relatively little computational effort at each iteration. However, convergence is slow. It is therefore useful to use a method that approaches the minimum in a more efficient manner.
Newton’s method [30, 133] is a second order method that locally approximates a function as a quadratic and moves towards the minimum faster than the steepest descent method. The descent direction for this algorithm is

$$d^t = [H(F(x^t))]^{-1} \nabla F(x^t) \quad (2.123)$$

where $H$ is the Hessian matrix of $F$ given by

$$H(F) = \begin{bmatrix}
\frac{\partial^2 F}{\partial x_1^2} & \frac{\partial^2 F}{\partial x_1 \partial x_2} & \cdots & \frac{\partial^2 F}{\partial x_1 \partial x_m} \\
\frac{\partial^2 F}{\partial x_2 \partial x_1} & \frac{\partial^2 F}{\partial x_2^2} & \cdots & \frac{\partial^2 F}{\partial x_2 \partial x_m} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 F}{\partial x_m \partial x_1} & \frac{\partial^2 F}{\partial x_m \partial x_2} & \cdots & \frac{\partial^2 F}{\partial x_m \partial x_m}
\end{bmatrix} \quad (2.124)$$

In practice, Newton’s method is used with a trust region set by $\epsilon_T$ so that the descent direction is modified to

$$d^t = [H(F(x^t)) + \epsilon_T I]^{-1} \nabla F(x^t) \quad (2.125)$$

**Optimisation procedure for the Foster structure**

To optimise the Foster structure, we aim to minimise the functions $E_R(x)$ and $E_M(x)$. The elements of the gradient and Hessian of the cost function are

$$\frac{\partial E_R}{\partial x_q} = -\sum_{r=0}^R \frac{\text{Re}(Z_{vr} - Z_{vr}^M)}{\text{Re}(Z_{vr})} \text{Re}\left(\frac{\partial Z_{vr}^M}{\partial x_q}\right) \quad (2.126a)$$

$$\frac{\partial^2 E_R}{\partial x_p \partial x_q} = \sum_{r=0}^R \left[\frac{1}{(\text{Re}(Z_{vr}))^2} \text{Re}\left(\frac{\partial Z_{vr}^M}{\partial x_p}\right) \left(\frac{\partial Z_{vr}^M}{\partial x_q}\right) - \frac{\text{Re}(Z_{vr} - Z_{vr}^M) \partial Z_{vr}^M}{(\text{Re}(Z_{vr}))^2} \text{Re}\left(\frac{\partial^2 Z_{vr}^M}{\partial x_p \partial x_q}\right)\right] \quad (2.126b)$$

$$\frac{\partial E_M}{\partial x_q} = -\sum_{r=0}^R \left(\frac{1}{|Z_{vr}|^2} \text{Re}\left((Z_{vr} - Z_{vr}^M)^* \frac{\partial Z_{vr}^M}{\partial x_q}\right)\right) \quad (2.127a)$$

$$\frac{\partial^2 E_M}{\partial x_p \partial x_q} = \sum_{r=0}^R \left(\frac{1}{|Z_{vr}|^2} \text{Re}\left(\frac{\partial Z_{vr}^M + \partial Z_{vr}^M}{\partial x_p} \frac{\partial Z_{vr}^M}{\partial x_q}\right) - \frac{1}{|Z_{vr}|^2} \text{Re}\left((Z_{vr} - Z_{vr}^M)^* \frac{\partial^2 Z_{vr}^M}{\partial x_p \partial x_q}\right)\right) \quad (2.127b)$$

where * denotes complex conjugation and

$$\frac{\partial Z_{vr}^M}{\partial a_0} = e^{a_0}, \quad \frac{\partial Z_{vr}^M}{\partial a_q} = e^{a_q} j\omega, \quad \frac{\partial Z_{vr}^M}{\partial b_q} = -e^{a_q+b_q} j\omega, \quad q = 1, \ldots, M \quad (2.128)$$

$$\frac{\partial^2 Z_{vr}^M}{\partial a_0^2} = e^{a_0}, \quad \frac{\partial^2 Z_{vr}^M}{\partial a_0 \partial a_q} = 0, \quad \frac{\partial^2 Z_{vr}^M}{\partial a_q \partial b_q} = 0, \quad \frac{\partial^2 Z_{vr}^M}{\partial a_p \partial b_q} = 0, \quad p \neq q \quad (2.129a)$$

13 It is fine to take the gradient operator within the real function. First, define $f(\xi) = \text{Re}(z(\xi))$ and $z(\xi) = x(\xi) + j y(\xi) \implies f(\xi) = x(\xi)$. The derivatives are $df/d\xi = dx/d\xi$ and $dz/d\xi = dx/d\xi + j(dy/d\xi)$ so that $\text{Re}(dz/d\xi) = dx/d\xi = df/d\xi \implies d\text{Re}(z)/d\xi = \text{Re}(dz/d\xi)$.
\[
\frac{\partial^2 Z^M_v}{\partial a_q^2} = e^{a_q} j\omega, \quad \frac{\partial^2 Z^M_v}{\partial a_q \partial b_q} = -\frac{e^{a_q+b_q} j\omega}{(e^{b_q} + j\omega)^2}, \\
\frac{\partial^2 Z^M_v}{\partial b_q^2} = \frac{2j\omega e^{a_q+b_q}}{(e^{b_q} + j\omega)^3} - \frac{j\omega e^{a_q+b_q}}{(e^{b_q} + j\omega)^2} 
\] (2.129b)

For this system we also have

\[
\frac{\partial Z^M_{vr}}{\partial x_q} = \left( \frac{\partial Z^M_{vr}}{\partial x_q} \right)^* 
\] (2.130)

The Foster structure allows for reasonably straightforward calculations of the derivatives of the cost functions—for the Cauer structure the procedure is much more involved.

App. B presents tables of coefficient values for different filter orders using both \( E_R \) and \( E_M \) as the cost functions over the logarithmically spaced frequency range between 0.1 Hz and 10 kHz so that the elements of the frequency vector \( w \) are

\[
\omega_r = 2\pi \left( 10^{\frac{r \log(10)}{10^4}} \right), \quad r = 0, 1, \ldots, R 
\] (2.131)

Figs. 2.18 and 2.19 show the accuracy of these approximations when they are optimised using \( E_R \) and \( E_M \) respectively.

Figure 2.18: Fractional error of Foster model optimised to \( Z_v \) using \( E_R \) for a tube of 0.005 m over a frequency range 0 Hz to 10 kHz. Left: Error in real part. Right: Error in imaginary part.

Figure 2.19: Fractional error of Foster model optimised to \( Z_v \) using \( E_M \) for a tube of 0.005 m over a frequency range 0 Hz to 10 kHz. Left: Error in real part. Right: Error in imaginary part.

Both cost functions allow for improved accuracy as the order of the structure is increased. Using \( E_R \) gives an error in the real part : less than 10 % for \( M = 4 \), less than 0.1 % for \( M = 8 \), and around 0.001 % for \( M = 16 \). However, since the cost function focuses on the real
part of the function, the imaginary part is not taken into account which allows for larger errors. Using \( E_M \) gives an error in the real part: less than 10\% for \( M = 4 \), around 0.1\% for \( M = 8 \), and around 0.001\% for \( M = 16 \). The accuracy is similar for the imaginary part.

It should be noted that the poles and zeros of this new impedance do not necessarily match those of the original function. This is to be expected as we are not directly expanding the function. Instead we are trying to find another function that matches the target over a particular frequency range.

It is also important to note that although we have performed an optimisation for one particular tube radius and temperature for the impedance, we can show in the following sections that small changes can be made so that these parameters can be reused for the admittance as well as for changes to the tube radius and air temperature.

2.4.10 Reusing \( Z_v \) coefficients for \( \hat{Y}_t \)

The coefficient values for \( Z_v \) can be reused for the filter \( \hat{Y}_t \) since they both have the same functional form. Recall that

\[
Z_v = j\omega \rho_0 \frac{F_v}{1 - F_v}, \quad \hat{Y}_t = \frac{j\omega(\gamma - 1)}{\rho_0 c_0^2} \frac{F_i}{1 - F_i}
\] (2.132)

Substituting the angular frequencies in terms of the respective dimensionless characteristic parameters gives

\[
Z_v = \left[ \frac{j\eta r_v^2}{r^2} \frac{F_v(r_v)}{1 - F_v(r_v)} \right]
\] (2.133)

\[
\hat{Y}_t = \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} \left[ \frac{j\eta r_t^2}{r^2} \frac{F_t(r_t)}{1 - F_t(r_t)} \right] = \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} Z_v(r_t) = \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} Z_v(\nu r_v)
\] (2.134)

The function \( \hat{Y}_t \) is then the same as \( Z_v \) except for a multiplicative factor of \( C_0 / \rho_0 \nu^2 \) and a change of variables from \( r_v \rightarrow \nu r_v \). The Foster structure can then be modified using a multiplicative factor and changing the angular frequency using \( \omega \rightarrow \nu^2 \omega \).

\[
\hat{Y}_t \approx \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} e^{\alpha_0} + \sum_{q=1}^{M} \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} e^{\alpha_q \nu^2 j\omega + \nu^2 j\omega}
\] (2.135)

The same element values for \( Z_v^M \) can be used for \( \hat{Y}_t^M \) using

\[
G_0 = \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} e^{\alpha_0}, \quad G_q = \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} e^{\alpha_q}, \quad C_q = \frac{\gamma - 1}{\rho_0^2 c_0^2} e^{\alpha_q - b_q}
\] (2.136)

or

\[
G_0 = \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} R_0, \quad G_q = \frac{\gamma - 1}{\rho_0^2 c_0^2 \nu^2} R_q, \quad C_q = \frac{\gamma - 1}{\rho_0^2 c_0^2} L_q
\] (2.137)

For typical room temperatures \( \nu < 1 \), so the domain of \( \hat{Y}_t \) falls within that of \( Z_v \). Figs. 2.20 and 2.21 show the admittances calculated using the element values calculated by optimising...
over the real part and the magnitude of $Z_v$. These show similar order errors to those of the original impedance.

Figure 2.20: Fractional error of Foster model optimised to $Z_v$ using $E_R$ for a tube of 0.005 m over a frequency range 0 Hz to 10 kHz when it is applied to admittance $\hat{Y}_t$. Left: Error in real part. Right: Error in imaginary part.

Figure 2.21: Fractional error of Foster model optimised to $Z_v$ using $E_M$ for a tube of 0.005 m over a frequency range 0 Hz to 10 kHz when it is applied to admittance $\hat{Y}_t$. Left: Error in real part. Right: Error in imaginary part.

2.4.11 Generalising for different tube radii and temperatures

The method of finding the coefficients so far is designed to be used on tubes of one particular radius—the accuracy of the results would decrease if we were to use the same coefficients for a tube of different radius. It is therefore useful to be able to transform these coefficients so that they can be applied to tubes of differing radius. Again returning to the expression for the impedance at one particular radius $r_1$, with dimensionless parameter $r_{v1}$ and impedance

$$Z_{v1} = \frac{j\pi r_{v1}^2}{r_1^2} \frac{F_v(r_{v1})}{1 - F_v(r_{v1})}$$  \hspace{1cm} (2.138)

Another impedance for a tube of radius $r_2$ with dimensionless parameter $r_{v2}$ is

$$Z_{v2} = \frac{j\pi r_{v2}^2}{r_2^2} \frac{F_v(r_{v2})}{1 - F_v(r_{v2})}$$  \hspace{1cm} (2.139)
The variables $r_{v1}$ and $r_{v2}$ lie over different ranges because they correspond to different tube radii. They can be related as

$$r_{v2} = \frac{r_2}{r_1} r_{v1} \quad (2.140)$$

So the second impedance can be written as

$$Z_{v2} = \left( \frac{r_1}{r_2} \right)^2 Z_{v1} \left( \frac{r_2}{r_1} \frac{r_{v1}}{r_{v2}} \right)^2 \frac{\eta_j \left( \frac{r_2}{r_1} r_{v1} \right)}{1 - F_\nu \left( \frac{r_2}{r_1} r_{v1} \right)}$$

We can therefore reuse the impedance calculated for a tube of radius $\bar{r}$ for tubes of different radii $r$ by scaling the impedance and using the transform $\omega \to \left( \frac{r}{\bar{r}} \right)^2 \omega$. The element values then become

$$R_0 = \left( \frac{\bar{r}}{r} \right)^2 e^{a_0}, \quad R_q = \left( \frac{\bar{r}}{r} \right)^2 e^{a_q}, \quad L_q = e^{a_q - b_q} \quad (2.142)$$

Note that the inductor values do not change in this case. Fig. 2.22 shows the error in the impedance when the element values are modified in this way for two different tube radii.

Figure 2.22: Fractional error of the impedance using the element values in (2.142) for a fourth order filter. The original impedance was optimised using $E_M$ for a tube radius of 0.005 m and a temperature of 26.85°C. Left: Error in real part. Right: Error in imaginary part.

When the $r < \bar{r}$, the error remains at the same magnitude. When the $r > \bar{r}$, the error is larger at high frequencies. This is not surprising as the smaller magnitude will be included within the original range that was optimised over, whereas the larger magnitude will lie outside the original range. It is therefore useful to make sure that optimisation is performed for reasonably large tube radius. A typical range for the radii of a trumpet is between 0.004 m and 0.15 m. This is reasonably large so in practice it is worthwhile to optimise the parameter values for several radii which are used over different ranges.

A similar method can be used for different temperatures. In this case the element values become

$$R_0 = \frac{\bar{\eta}}{\eta} e^{a_0}, \quad R_q = \frac{\bar{\eta}}{\eta} e^{a_q}, \quad L_q = \frac{\bar{\rho}_0}{\rho_0} e^{a_q - b_q} \quad (2.143)$$

where $\bar{\eta}$ and $\bar{\rho}_0$ are the values of viscosity and density that are used in the original optimisation procedure. Fig. 2.23 shows the error in the impedance calculated at different temperatures using the values. The impedance is not as sensitive to changes in temperature as it is to changing the radii so the error remains roughly the same.
Figure 2.23: Fractional error of the impedance using the element values in (2.143) for a fourth order filter. The original impedance was optimised using $E_M$ for a tube radius of 0.005 m and a temperature of 26.85°C. Left: Error in real part. Right: Error in imaginary part.

2.4.12 Restricting optimisation ranges

The accuracy of the Foster structure can be improved by limiting the frequency range over which they are optimised [25]. The previous results used a wide range from 0 Hz to 10 kHz. However, the dynamics of brass instruments are dominated by effects over a smaller range. Figs. 2.24 and 2.25 show the errors in the Foster approximations when optimised over the range 20 Hz to 3 kHz.

Figure 2.24: Fractional error of Foster model optimised to $Z_v$ using $E_R$ for a tube of 0.005 m over a frequency range 20 Hz to 3 kHz. Left: Error in real part. Right: Error in imaginary part. The shaded area shows the frequency range that optimisation was performed over.
It is clear that the error in the real part of the impedance is reduced by an order of magnitude when optimisation is performed over a smaller frequency range when using both $E_R$ and $E_M$, and similarly for the error in the imaginary part when using $E_M$.

### 2.4.13 Comparisons of viscothermal models

The frequency domain models of Benade [13], Keefe [92], Caussé et al. [37], Webster-Lokshin [79], and Bilbao and Chick [24] are accurate approximations of the viscothermal model of Zwikker and Kosten. However, some of these expressions are not positive real and require truncation if they are to be used in the time domain. Also, due to the use of fractional derivatives when transformed to the time domain, further approximations are required, which can damage accuracy.

Due to the structure of the impedance and admittance in the complex domain, circuit representations can be derived that have passive time-domain representations. The Cauer structure presented by Thompson et al. [162] is a very accurate model for low frequencies as can be observed in Figs. 2.14 and 2.15. However, to use the Cauer structure in a musically useful way requires high order structures that will slow down the performance of time domain simulations. The Foster structure [25, 26, 27] leads to a very flexible optimisation framework that can be applied over different frequency ranges. Some off line computation is required, but only one set of coefficients need be stored for reasonable accuracy. Figs. 2.26 and 2.27 show a comparison of these two models. It is clear that the accuracy of the Cauer structure is greater at low frequencies than the Foster structure when optimised over both $E_R$ and $E_M$. However, the Foster structure offers a more consistent error across the frequency range over which it is optimised; the error in the Cauer structure increases rapidly and becomes larger than that of the Foster structure. This cross-over happens within the normal operating range of brass instruments and would therefore require more elements for the Cauer structure to be useful given that, in a discrete setting, computational cost and memory usage will scale with the order of the approximation. The Foster structure therefore produces greater accuracy for a lower order structure.
The Foster model can be optimised over a smaller frequency range, which improves accuracy. However, some care must be taken when reducing the range. For example, the mechanism for extreme high note playing is still unclear [105], so viscous and thermal effects may need to be included in the upper frequency ranges.

There are some extra complexities when using the Foster structure. Although using $E_R$ as the cost function allows for better accuracy on the real part of the impedance, the error in the imaginary part is not taken into account. The cost function $E_M$ does take into account errors in both the real and imaginary parts of the impedance, but, in general, the error in the real part is higher than that calculated using $E_R$.  

---

Figure 2.26: Fractional error of the impedance for the Foster model, optimised using $E_R$ (solid lines) over a frequency range 0 Hz to 10 kHz, and for Cauer model (dashed lines) for a tube of 0.005. Left: Error in real part. Right: Error in imaginary part.

Figure 2.27: Fractional error of the impedance for the Foster model, optimised using $E_M$ (solid lines) over a frequency range 0 Hz to 10 kHz, and for Cauer model (dashed lines) for a tube of 0.005. Left: Error in real part. Right: Error in imaginary part.
Chapter 3

Finite-difference time-domain methods: Applications to acoustic tubes

“The worthwhile problems are the ones you can really solve or help solve, the ones you can really contribute something to… No problem is too small or too trivial if we can really do something about it.”
— Richard P. Feynman

The models described in the previous chapter yield a good description of the dynamics of acoustic tubes in the linear regime. Because of the spatially varying character of the bore, analytic solutions are not available in general. We must therefore look to numerical methods to solve the PDEs.

In the construction of numerical schemes, particularly for synthesis applications, we must consider the following:

1. Stability
2. Accuracy
3. Efficiency

Stability concerns how the solutions develop over time. The simulations should at most display bounded growth which does not interfere with the computation of the solutions. This is particularly important for combined systems where care must be taken at their interfaces, e.g., at the domain boundaries. The user should expect usable results for any configuration selected.

In a mathematical sense, accuracy relates to how well our numerical method approximates the original equations in terms of a deviation from the original result or how the scheme converges. Additional accuracy concerns arise in audio applications as numerical methods can impose frequency dependent errors such as numerical dispersion and bandwidth limitation. Care must be taken in this setting as such errors are audible and would make the method useless if too extreme.
Efficiency relates to how much time is required to process the algorithm. In a scientific setting, the user will sacrifice long run times on a computer processor if it produces very accurate results. In a creative setting, the user may wish for a faster application so as to quickly explore and refine the sounds being constructed. As such there is an intimate link between accuracy and efficiency.

This chapter is concerned with the numerical problem and finite-difference time-domain (FDTD) methods will be applied to the systems discussed in the previous chapter. To begin, a summary of previous numerical methods used for solving the spatially varying horn equation are presented, and justification for using FDTD methods is given. This is followed by an introduction to the FDTD method. The grids on which the domains are represented are introduced along with shifting operators that are used to make the discrete approximations to derivatives. Accuracy and convergence of the discrete operators are discussed. This section will also cover discrete identities and frequency transformations.

The remainder then follows parallel treatment to that of Chap. 2, splitting into lossless and lossy problems. In the lossless section there is an investigation into numerical schemes for the wave and horn equations. There are multiple choices of FDTD schemes for an individual problem so time is taken to explore two different schemes, one explicit and the other implicit. Numerical dispersion analysis is performed on the schemes and is followed by energy analysis which allows for a discussion on numerical boundary conditions. Although the implicit scheme, which utilises the bilinear transform, lends itself to simpler energy analysis than the explicit scheme, frequency warping effects are more prominent given equal grid spacings and there is a higher computational cost. However, the bilinear transform can be used to guarantee passivity in the lossy problem, whilst leaving the lossless part in explicit form; this is exploited in later sections.

The final section focusses on discrete modelling of viscous and thermal losses. Simulations are performed using the loss models from the previous chapter. A fractional derivative operator is derived for use in the Bilbao and Chick approximation of the Zwicker and Kosten model. Finally the discrete form of the Foster network is presented. The Foster network lends itself well to numerical simulation as the individual branches can be updated independently of each other. Frequency warping effects reduce the accuracy of the higher order structures but can be taken into account when searching for element values. All of the models are then compared in the final discussion.

3.1 Numerical methods for solving PDEs

Here we cover the previous methods used to solve the spatially varying horn equation and give justification for using the finite-difference time-domain method.

3.1.1 Previous numerical methods applied to the horn equation

The transmission matrix method (TMM) described in Sec. 2.3.5 is commonly used in musical acoustics research as it offers a high degree of accuracy to the user [37, 56]. However, this technique is constrained to steady state solutions, which limits its applications in constructing a flexible virtual musical instrument.

Modal methods have been applied to the time domain case of an acoustic tube in the
MoReeSC framework [148] but these methods are difficult to apply if the resonances of the system vary with time, as in the case of time varying valves we wish to study in Chap. 5.

Wave based methods have seen much success in physical modelling. The earliest application of travelling wave solutions was to voice synthesis using the Kelly-Lochbaum (KL) framework [96]. This time domain synthesis method is similar to the frequency domain TMM as the cross-sectional area of a tube is approximated by a series concatenated cylinders, and scattering of waves is performed at the junction between each cylinder. As with the TMM, the bore profile can be approximated using concatenated cones with spherical wavefronts, but convex profiles can lead to non-causal and unstable behaviour due to a pole positioned in the right hand side of the complex plane [18]. To avoid this, a frequency domain mapping that cuts around this unstable pole must applied [117].

Digital waveguides (DWG) [151] operate in a similar fashion to the KL framework and have been applied to acoustic tube systems for brass [18, 47, 82, 92, 116] and woodwind [146, 152] instrument modelling. Discrete spatial samples of the forwards and backwards wave solutions are stored in delay lines. The solutions are then propagated by ‘shifting’ the elements of the delay lines. For finite domains, boundary conditions are derived that reflect one delay line into the other. In addition, the scattering behaviour present over the interior of the domain can be consolidated into one digital filter that is applied at a termination. This consolidation can aid in the stability of the framework; Scavone [146] showed that the instabilities present in the modelling of convex tube profiles using a spherical wave KL framework were effectively cancelled out as they were lumped together in the DWG framework.

The shifting of delay line elements produces efficient simulations. However, as the order of the terminating filter increases, for example, by requiring more scattering elements to describe a complex bore profile, the computational advantage of DWGs decreases. In addition, including time-varying phenomena, such as moving valves, makes implementation difficult. Digital waveguide filters are an extension to DWG and have been applied to simulations of acoustic tubes [7, 166, 167].

### 3.1.2 Passive numerical methods

As with the continuous time domain problems, numerical methods can also display issues with growth, even if the original system is bounded. For the wave based methods, passivity is ensured through examination of the reflection and transmission properties of the scattering junctions [19]. An alternative method is to extend the energy methods described in Chap. 2 to the discrete domain.

One such extension is used in the Port-Hamiltonian (PH) framework [59, 164] which has been applied to systems such as analogue circuits [57, 60], lossy wave systems [111], an electro-mechanical piano [58], vocal folds [54] and a simplified brass instrument system [108, 109]. This method focuses on the conserved energy of the system, including the energy stored and dissipated within the system, along with the energy injected into the system through driving terms. Discretisation of the problem is then applied using guaranteed stable methods, such as the bilinear transform which is discussed later in Sec. 3.2.6. This, however, results in implicit schemes that display a high level of numerical dispersion and require solutions to systems of linear equations.
3.1.3 The finite-difference time-domain method

Finite-difference time-domain (FDTD) methods offer a flexible means of modelling physical systems. The derivative of a function is defined to be the limit of

\[ \frac{df}{dz} = \lim_{h \to 0} \frac{f(z + h) - f(z)}{h} \] (3.1)

Instead of taking the limit of the step size \( h \) to approach zero, we can fix it to be a small, but non-zero, value. Substituting this into differential equations changes a calculus problem into an algebraic problem that can be solved in a loop over the dimensions of interest. The analysis of these schemes, however, requires some higher level mathematical skill. See the texts of Gustafsson et al. [71] and Strikwerda [156] for overviews of FDTD methods and that of Bilbao for applications to musical acoustics [21]. Finite-volume methods are an extension of finite-difference methods, see the text of Leveque [103], and have been applied in, e.g., room acoustics simulations by Botteldooren [31, 32] and more recently by Hamilton [74]. These methods are of use when boundaries have complex geometries—since the boundaries of the one-dimensional brass system are relatively simple we will stick to FDTD methods.

Although the computational load is higher for FDTD methods than that of DWGs, the compute time is more than reasonable on modern home computers (at least for the case of one-dimensional systems). In addition, modifications to the internal geometry of the system modelled with a FDTD scheme does not significantly change the computation time, as opposed to the DWG framework.

The passivity of FDTD methods can be shown through the extension of the energy methods previously described in this work. The form of these discrete energies bear resemblance to their continuous counterparts, so analysis in the continuous case is beneficial before applying the numerical method.

3.2 Basics of FDTD methods: Étude II

This section introduces the fundamental concepts of FDTD scheme design.

3.2.1 Grids

The first step in using FDTD methods is to discretise the domain of interest. All of the independent variables of interest, which in this work are space and time, are approximated on grids that are equally spaced in each dimension—although the spacings for each dimension are generally different.

For time domain problems, it is sensible to set the temporal grid size, \( k \), by the sample rate, \( F_s \), so that \( k = 1/F_s \). This is useful as we immediately know the maximum frequency bandwidth of the simulation given by the Nyquist limit [151]. For sound synthesis purposes, we are primarily concerned with the range of human hearing, namely between 20 Hz and 20 kHz [63]. However, discrete numerical methods can introduce unwanted audible dispersion. This can be rectified through the use of oversampling, which extends the frequency bandwidth of the simulations and improves the dispersion characteristics over the audible frequency range, but with the cost of increased computation times. The balance between accuracy and performance is an important theme in synthesis methods.
The spatial domain is sampled on a grid of step size \( h \). Some FDTD schemes allow for independent control over the spatial and temporal grid spacings but others place some limit on these sizes if the scheme is to be stable, this will be discussed later for specific FDTD schemes.

The temporal grid will be labelled by integers \( n \) and the spatial grid by \( l \); see Fig. 3.1. These labels correspond to actual times \( t_n = nk \) and positions \( z_l = lh \), where \( h \) is the spatial grid size. The temporal index will lie over the non-negative integers \( n \in \mathbb{Z}^+ = \{0, 1, ..., \infty\} \) and the spatial index will lie over all of the integers \( l \in \mathbb{Z} = \{-\infty, ..., -1, 0, 1, ..., \infty\} \). A discrete domain corresponding to \( D \) in the previous chapter is given by \( d = \{l \in \mathbb{Z} | 0 \leq l \leq N\} \), where \( N = \text{floor}(L/h) \) is the number of discrete points in the spatial domain.

The variables of interest in simulations will be approximated on these grids. A compact notation of subscripts and superscripts will be used to define a grid function

\[
f^n_l \approx f(t_n = nk, z_l = lh)
\]  

where the superscript denotes the temporal index and the subscript the spatial index. The grid function, \( f^n_l \), is not a sample of the original function, \( f(t, z) \), but is an approximation; it is worth highlighting this subtlety.

**Interleaved grids**

For first derivative PDE systems, we will employ interleaved grids as presented by Yee in electromagnetism [179]. In this case, one of the dependent variables will be approximated on the integer grid mentioned above, and the other on the in-between grids in either space, see Fig. 3.2 at left, or space/time, see Fig. 3.2 at right.

A function \( g(t, z) \) approximated on a spatially interleaved grid is denoted by

\[
g^n_{l+1/2} \approx g(nk, (l + 1/2)h)
\]
If it is approximated on a spatially and temporally interleaved grid then it is denoted by

$$g_{n+1/2}^{l+1/2} \approx g((n + 1/2)k, (l + 1/2)h)$$

(3.4)

For spatially interleaved grids another domain is defined $\bar{d} \in \{l \in \mathbb{Z} | 0 \leq l \leq N - 1\}$ which lies between the points represented by $d$.

The discrete domains mentioned above label sampled points of the continuous domains. For example, the finite discrete domains $d$ and $\bar{d}$ correspond to points that lie within the continuous domain $D$. However, because $\bar{d}$ is used for functions that are indexed using half integers, this domain represents the points between those of $d$.

### 3.2.2 Finite-difference operators

In this section we consider the infinite temporal and spatial domains. To construct approximations to derivatives we must first define temporal and spatial shifting operators, $w_t \pm$ and $w_z \pm$, whose action is to advance the function by one grid point forwards or backwards in the chosen dimension so that

$$w_t f^n_i = f^{n+1}_i, \quad w_t^- f^n_i = f^{n-1}_i$$

(3.5a)

$$w_z f^n_i = f^{n+1}_{i+1}, \quad w_z^- f^n_i = f^{n}_{i-1}$$

(3.5b)

A selection of discrete approximations to the first time derivative, $\partial_t$, is as follows

$$\delta_{t+} = \frac{w_{t+} - 1}{k}, \quad \delta_{t} = \frac{w_{t+} - w_{t-}}{2k}, \quad \delta_{t-} = \frac{1 - w_{t-}}{k}$$

(3.6)

In this work, the lower case delta symbol, $\delta$, will be used for discrete approximations to differential operators. The three operators above are called, respectively, the ‘forwards’, ‘centred’ and ‘backwards’ difference operators due to which time steps they utilise.

An approximation to the second time derivative can be constructed from the forwards and
backwards difference operators

\[ \delta_{tt} = \delta_{t+} \delta_{t-} = \frac{w_{t+} - \frac{2 + w_{t-}}{k^2}}{\approx \partial_{tt} \quad (3.7)} \]

Note that the second difference operator is no longer a square of one operator but a product of two different ones.

Our operators are, in general, acting on functions of two variables. If these operators are applied to a time series then they reduce to approximating ordinary differentiation. Fig. 3.3 shows the stencils of the temporal difference operators.

\[ \delta_{t-}, \mu_{t-} \quad \delta_{t+}, \mu_{t+} \quad \delta_{t}, \mu_{t} \quad \delta_{tt} \]

Figure 3.3: Stencils of temporal difference operators, labelled at top, when applied to a grid function at time step \( n \) (highlighted in green). Black circle denotes the grid functions that are used, white circles are unused by the operator.

Similarly, the discrete first operators for the spatial derivative, \( \partial_z \), are

\[ \delta_{z+} = \frac{w_{z+} - \frac{1}{h}}{h}, \quad \delta_{z} = \frac{w_{z+} - w_{z-}}{2h}, \quad \delta_{z-} = \frac{1 - w_{z-}}{h} \quad (3.8) \]

and the discrete second spatial derivative

\[ \delta_{zz} = \delta_{z+} \delta_{z-} = \frac{w_{z+} - \frac{2 + w_{z-}}{h^2}}{\approx \partial_{zz} \quad (3.9)} \]

The stencils of the spatial difference operators are presented in Fig. 3.4.

Averaging operators are used to centre schemes. Temporal averaging operators are

\[ \mu_{t+} = \frac{w_{t+} + \frac{1}{2}}{2}, \quad \mu_{t} = \frac{w_{t+} + w_{t-}}{2}, \quad \mu_{t-} = \frac{1 + w_{t-}}{2} \quad (3.10) \]

Spatial averaging operators are

\[ \mu_{z+} = \frac{w_{z+} + \frac{1}{2}}{2}, \quad \mu_{z} = \frac{w_{z+} + w_{z-}}{2}, \quad \mu_{z-} = \frac{1 + w_{z-}}{2} \quad (3.11) \]

The centred difference operators can be constructed using difference and averaging operators

\[ \delta_{t} = \delta_{t+} \mu_{t-} = \mu_{t+} \delta_{t-} \quad (3.12a) \]

\[ \delta_{z} = \delta_{z+} \mu_{z-} = \mu_{z+} \delta_{z-} \quad (3.12b) \]

All of the operators mentioned in this section can be applied to functions that are
Figure 3.4: Stencils of temporal difference operators, labelled at left, when applied to a grid function at spatial step \( l \) (highlighted in red). Black circle denotes the grid functions that are used, white circles are unused by the operator.

approximated on the interleaved grids, e.g.,

\[
\begin{align*}
\frac{w_{t+1}^{n+1/2} - w_{t+1/2}^n}{2} &= \frac{g_{t+1/2}^{n+1/2} - g_{t+1/2}^n}{2}, \\
\frac{w_{z-1}^{n+1/2} - w_{z+1/2}^n}{2} &= \frac{g_{z+1/2}^{n+1/2} - g_{z-1/2}^n}{2}.
\end{align*}
\] (3.13)

### 3.2.3 Accuracy of discrete operators

Let us now look at the behaviour of the difference operators on continuous functions of one variable. Accuracy of individual operators can be determined by performing a suitable Taylor expansion \[156\]. Examining the centred time difference operator on the continuous time dependent function \( f(t) \) and performing a Taylor expansion around \( t = nk \) gives

\[
\begin{align*}
\delta_t f(nk) &= \frac{f((n+1)k) - f((n-1)k)}{2k} \\
&= \frac{1}{2k} \left( f(nk) + k \frac{df}{dt} \bigg|_{t=nk} + \frac{k^2}{2} \frac{d^2f}{dt^2} \bigg|_{t=nk} + \frac{k^3}{6} \frac{d^3f}{dt^3} \bigg|_{t=nk} + \cdots \right) \\
&\quad - f(nk) + k \frac{df}{dt} \bigg|_{t=nk} - \frac{k^2}{2} \frac{d^2f}{dt^2} \bigg|_{t=nk} + \frac{k^3}{6} \frac{d^3f}{dt^3} \bigg|_{t=nk} - \cdots \\
&= \frac{df}{dt} \bigg|_{t=nk} + \mathcal{O}(k^2)
\end{align*}
\] (3.14)

where \( \mathcal{O}(\cdot) \) denotes the truncation error; in this case the operator is second order accurate. This tells us that the centred difference operator is a reasonable approximation to the first time derivative at \( t = nk \) and deviates from the exact value on the order of the square of the time step.

Performing the same expansion on the forwards difference operator gives

\[
\begin{align*}
\delta_{t+} f(nk) &= \frac{1}{k} (f((n+1)k) - f(nk)) \\
&= \frac{1}{k} \left( f(nk) + k \frac{df}{dt} \bigg|_{t=nk} + \frac{k^2}{2} \frac{d^2f}{dt^2} \bigg|_{t=nk} + \cdots - f(nk) \right) \\
&= \frac{df}{dt} \bigg|_{t=nk} + \mathcal{O}(k)
\end{align*}
\] (3.15)

At first glance, it would appear that the forwards difference operator is less accurate than the centred one, since the forwards operator deviates from the exact solution by the order of the time step rather than the square of the time step. However, if we instead take the Taylor 
expansion around $t = (n + \frac{1}{2}) k$ this results in

$$\delta_{t+}f(nk) = \left. \frac{df}{dt} \right|_{t=(n+\frac{1}{2})k} + \mathcal{O}(k^2)$$  \hspace{0.5cm} (3.19)

In this case the forwards difference operator is second order accurate when expanded in-between the two grid points it uses—this is why interleaved grids are useful for PDE systems using first derivatives (see Section 3.4). Improved accuracy can also be found by using different operators in the scheme—this is not a trivial task and requires effort and intuition to develop the most accurate schemes. Tab. 3.1 shows the expansion points that give second order accuracy for different discrete operators.

<table>
<thead>
<tr>
<th>Operators</th>
<th>Expansion point</th>
<th>Operators</th>
<th>Expansion point</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{t+}, \delta_{t-}, \mu_{t+}, \mu_{t-}$</td>
<td>$t = (n + \frac{1}{2}) k$</td>
<td>$\delta_{z+}, \delta_{z-}, \mu_{z+}, \mu_{z-}$</td>
<td>$z = (l + \frac{1}{2}) h$</td>
</tr>
</tbody>
</table>

Table 3.1: Differential operators and the expansion point that gives second order accuracy in time or space.

The type of analysis discussed in this section can be extended to combinations of operators used to approximate a PDE system. In this case, the accuracy is given by the truncation error $\mathcal{O}(k^2)$ that determines how well the overall scheme approximates the original PDE. Additional forms of determining the accuracy of schemes will be discussed in this work with regards to numerical dispersion.

In general the FDTD operators will be applied to grid functions in the rest of this work.

### 3.2.4 Inner products and useful identities

To determine the passivity of a numerical scheme, we look to extending the energy methods used throughout Chap. 2 in the discrete setting. As such we require discrete forms of the identities presented in Sec. 2.1.2.

The discrete counterpart to the inner product (2.1) is the discrete inner product. The discrete inner product $\langle f, g \rangle_d$ of two functions, $f_l$ and $g_l$, that lie over the same spatial domain $d$ is given by

$$\langle f, g \rangle_d = \sum_{l=0}^{N} h f_l g_l$$  \hspace{0.5cm} (3.20)

The inner product in the discrete domain is therefore the Reimann sum and taking the limit of $h \to 0$ would produce an integral (as in the continuous case). Other inner products can also be defined such as the weighted inner product

$$\langle f, g \rangle_d^\chi = \sum_{l=0}^{N} h \chi_l f_l g_l$$  \hspace{0.5cm} (3.21)
where
\[\chi^l = \begin{cases} \frac{1}{2}, & l = 0, N \\ 1, & 0 < l < N \end{cases}\] (3.22)

For the most part, the weighted inner product is the same as the inner product except that the values at the boundary are weighted in a different manner. We can think of these two inner products as different ways of setting the Riemann sums; see Fig. 3.5 for a geometric visualisation of this. The weighted inner product uses the values at the ends of the domain and therefore uses only half rectangles for these points. The inner product has the end points defined part way into the domain and therefore uses full rectangles.

For the most part, the weighted inner product is the same as the inner product except that the values at the boundary are weighted in a different manner. We can think of these two inner products as different ways of setting the Riemann sums; see Fig. 3.5 for a geometric visualisation of this. The weighted inner product uses the values at the ends of the domain and therefore uses only half rectangles for these points. The inner product has the end points defined part way into the domain and therefore uses full rectangles.

![Figure 3.5](image-url) Left: Geometric visualisation of inner product. Right: Geometric visualisation of weighted inner product. At the boundaries of the domain, the weighted inner product uses only half a spatial step. Black circles denote the values of \(f\) on the spatial grid.

As in the continuous case, the discrete \(l_2\) norm is defined as
\[\|f\|_d = \sqrt{\langle f, f \rangle_d}, \quad \|f\|_d^2 = \sqrt{\langle f, f \rangle_d^2}\] (3.23)

Similarly, the inner product of two functions \(f_{t+1/2}\) and \(g_{t+1/2}\) that lie on the interleaved grids on the domain \(d\) is
\[\langle f, g \rangle_d = \sum_{l=0}^{N-1} hf_{t+1/2}g_{t+1/2}\] (3.24)
\[\|f\|_d = \sqrt{\langle f, f \rangle_d}\] (3.25)

The weighted inner product will not be used on this domain.

The following identities (point-wise and summed over the domain since this is independent of time) will be utilised in this work

\[(\delta_t f)(\delta_{tt} f) = \delta_{tt} \left( \frac{1}{2} (\delta_t f)^2 \right) \quad \Leftrightarrow \quad \langle \delta_t f, \delta_{tt} f \rangle_d = \delta_{tt} \left( \frac{1}{2} \|\delta_t f\|_d^2 \right)\] (3.26a)
\[(\delta_t f)f = \delta_{tt} \left( \frac{1}{2} tf_{t+1/2} - f \right) \quad \Leftrightarrow \quad \langle \delta_t f, f \rangle_d = \delta_{tt} \left( \frac{1}{2} \|f_{t+1/2} - f\|_d^2 \right)\] (3.26b)
\[(\delta_{t+1/2} f)(\mu_{t+1} f) = \delta_{tt} \left( \frac{1}{2} f^2 \right) \quad \Leftrightarrow \quad \langle \delta_{t+1/2} f, \mu_{t+1} f \rangle_d = \delta_{tt} \left( \frac{1}{2} \|f\|_d^2 \right)\] (3.26c)
\[(\mu_{t+1} f)(\mu_{t+1} f) = \mu_{t+1} (f_{t+1/2} - f) \quad \Leftrightarrow \quad \langle \mu_{t+1} f, f \rangle_d = \mu_{t+1} \langle f_{t+1/2} - f \rangle_d\] (3.26d)
\[(\mu_{t+1} f)(\delta_{t+1/2} f) = \delta_{tt} \left( \frac{1}{2} f^2 \right) \quad \Leftrightarrow \quad \langle \mu_{t+1} f, \delta_{t+1/2} f \rangle_d = \delta_{tt} \left( \frac{1}{2} \|f\|_d^2 \right)\] (3.26e)
\[f_{t+1/2} - f = (\mu_{t+1} f)^2 - \frac{k^2}{4} (\delta_t f)^2 \quad \Rightarrow \quad \langle f_{t+1/2} - f \rangle_d = \|\mu_{t+1} f\|_d^2 - \frac{k^2}{4} \|\delta_t f\|_d^2\] (3.26f)
\[
\delta_t(fg) = (\delta_t f)(\mu_t + g) + (\mu_t f)(\delta_t g)
\]
\[
\Rightarrow \delta_t((f,g)_d) = (\delta_t f, \mu_t + g)_d + (\mu_t f, \delta_t g)_d
\] (3.26g)
\[
f(\mu_t + \mu_{t-} - f) = \mu_{t-} ((\mu_t f)^2) - \frac{k^2}{8} \delta_{tt}(f^2)
\]
\[
\Rightarrow (f, \mu_t + \mu_{t-} - f)_d = \mu_{t-} (\|\mu_t f\|_2^2) - \frac{k^2}{8} \delta_{tt} (\|f\|_2^2)
\] (3.26h)

These identities hold for all inner products regardless of the domain they are taken over.

The discrete form of integration by parts is summation by parts and in this work we will use forms for the inner product and weighted inner product. Consider two functions \(f\) and \(g\) defined over \(d\) and \(d\) respectively. Define another function \(g'\) over \(d\) that is the backwards derivative of \(g\) so that \(g'_l = \delta_z - g_{l+1/2}\). Taking the inner product of \(f\) with \(g'_l\) over \(d\) gives

\[
(f,g'_d) = (f, \delta_z g)_d = \sum_{l=0}^{N} h f_l \left( \frac{g_{l+1/2} - g_{l-1/2}}{h} \right)
\]
\[
= - \sum_{l=0}^{N-1} h \left( \frac{f_{l+1} - f_l}{h} \right) g_{l+1/2} - f_0 g_{-1/2} + f_N g_{N+1/2}
\]
\[
= -(\delta_z f, g)_d - f_0 g_{-1/2} + f_N g_{N+1/2}
\] (3.27)

Using summation by parts over interleaved grids, it is natural to change the domains over which the inner product is taken. We can think of this as moving from the normal spatial grid, \(d\), to the interleaved one, \(\bar{d}\). This process also introduces terms that lie outside of the domain—these additional terms must be set through the application of boundary conditions.

A similar process results in the summation by parts identity for the weighted inner product

\[
(f, \delta_z g)_{\bar{d}} = -(\delta_z f, g)_d - f_0 \mu_z - g_{1/2} + f_N \mu_z - g_{N+1/2}
\] (3.28)

Again, the domain of summation is changed from \(d\) to \(\bar{d}\) but in this case, the type of inner product changes and the terms at the extremes of the domain are centred at the boundary.

The identities (3.27) and (3.28) bear resemblance to those used in the Summation-by-Parts Finite Difference Methods, see, e.g., [158, 172].

The following inequalities will also be used

\[
\|\delta_z f\|_{\bar{d}} \leq \frac{2}{h} \|f\|_{\bar{d}} \leq \frac{2}{h} \|f\|_d
\] (3.29a)
\[
\|\sqrt{g} \delta_z f\|_{\bar{d}} \leq \frac{2}{h} \|\sqrt{g} f\|_d
\] (3.29b)

which come from summation by parts.

### 3.2.5 Discrete frequency transforms

The discrete form of the Laplace transform is the Z transform which allows us to analyse discrete time functions in the frequency domain. This should not be confused with the use of \(z\) as the axial coordinate; the choice of transform name has been left so as to match with the rest of the literature. In this section we apply them to the infinite domain. The Z transform
of a discrete time series $f^n$ is defined as

$$\hat{f}(e^{sk}) = \sum_{n=-\infty}^{\infty} e^{-skn} f^n$$

(3.30)

where it is recalled that $s$ is the complex frequency. If $s$ is restricted to $s = j\omega$ then the $Z$ transform becomes the Discrete time Fourier Transform (DFT)

$$\hat{f}(e^{j\omega k}) = \tilde{f}(f) = \sum_{n=-\infty}^{\infty} e^{-j\omega kn} f^n$$

(3.31)

For both the discrete Laplace and Fourier transforms the angular frequency is limited so that $-\pi/k \leq \omega \leq \pi/k$.

Under discrete Laplace transformation, the time shifting operators can be interpreted as a multiplication

$$w_{t\pm} f^n \rightarrow (e^{sk})^{\pm 1} \hat{f} \implies w_{t\pm} \rightarrow (e^{sk})^{\pm 1}$$

(3.32)

From this, we can write the discrete difference operators in the frequency domain as

$$\delta t_+ \rightarrow \frac{e^{sk} - 1}{k}, \quad \delta t_- \rightarrow \frac{1 - e^{-sk}}{k}, \quad \delta t \rightarrow \frac{e^{sk} - e^{-sk}}{2k}$$

(3.33a)

$$\delta t t \rightarrow \frac{e^{sk} - 2 + e^{-sk}}{k^2}$$

(3.33b)

$$\mu t_+ \rightarrow \frac{e^{sk} + 1}{2}, \quad \mu t_- \rightarrow \frac{1 + e^{-sk}}{2}$$

(3.33c)

Similarly a discrete spatial Fourier transform can be defined as

$$\hat{g}(e^{j\beta h}) = \sum_{l=-\infty}^{\infty} e^{-j\beta hl} g_l$$

(3.34)

where the wavenumber is limited between $-\pi/h \leq \beta \leq \pi/h$. The spatial shifting operators can also be interpreted as a multiplication in the discrete spatial frequency domain

$$w_{z\pm} g_l \rightarrow (e^{j\beta h})^{\pm 1} \hat{g} \implies w_{z\pm} \rightarrow (e^{j\beta h})^{\pm 1}$$

(3.35)

This leads to spatial difference operators being represented in the spatial frequency domain as

$$\delta z_+ \rightarrow \frac{e^{j\beta h} - 1}{h}, \quad \delta z_- \rightarrow \frac{1 - e^{-j\beta h}}{h}, \quad \delta z \rightarrow \frac{e^{j\beta h} - e^{-j\beta h}}{2h}$$

(3.36a)

$$\delta z z \rightarrow \frac{e^{j\beta h} - 2 + e^{-j\beta h}}{h^2}$$

(3.36b)

$$\mu z_+ \rightarrow \frac{e^{j\beta h} + 1}{2}, \quad \mu z_- \rightarrow \frac{1 + e^{-j\beta h}}{2}$$

(3.36c)

Over the infinite domain the discrete wavenumber must be real, which results in the following expressions

$$\delta z_+ \rightarrow \frac{2e^{j\beta h}}{h} \sin\left(\frac{\beta h}{2}\right), \quad \delta z_- \rightarrow \frac{2e^{-j\beta h}}{h} \sin\left(\frac{\beta h}{2}\right), \quad \delta z \rightarrow \frac{j}{h} \sin(\beta h)$$

(3.37a)
\[ \delta_{zz} \rightarrow -\frac{4 \sin^2 \left( \frac{\beta h}{2} \right)}{h^2} \]  
\[ \mu_{z+} \rightarrow e^{j \frac{\alpha h}{2}} \cos \left( \frac{\beta h}{2} \right), \quad \mu_{z-} \rightarrow e^{-j \frac{\alpha h}{2}} \cos \left( \frac{\beta h}{2} \right) \]  

(3.37b)

(3.37c)

### 3.2.6 The bilinear transform

The bilinear transform, also known as the Tustin transform or the trapezoid rule, \[180\] is a discrete frequency mapping

\[ j\omega \rightarrow \frac{2}{k} \frac{1 - e^{-j\bar{\omega}k}}{1 + e^{-j\bar{\omega}k}} \]  

(3.38)

This maps the continuous frequency \( \omega \) to the discrete frequency \( \bar{\omega} \) and is used, for example, in the wave digital filter \[62\] and port-Hamiltonian frameworks \[60\]. This transform is useful as it preserves the passivity of the continuous system. It does, however, introduce frequency warping effects which are highlighted in Fig. 3.6 and will be further investigated in later sections. At low frequencies, the bilinear transform behaves the same way as ordinary frequencies but exhibits increasing deviation with increasing frequency. This is important for synthesis purposes as audible dispersion is produced that requires oversampling to rectify. An additional problem with the use of the bilinear transform is that it can result in implicit numerical schemes for distributed systems that require additional computations to solve.

![Figure 3.6: Effect of bilinear transform on frequency mapping at different sample rates. At high frequencies, the bilinear transform warps the frequency away from where it is supposed to be represented. This is improved with a higher sample rate but never truly goes away.](image)

The time domain interpretation is

\[ \partial_t \rightarrow \mu_t^{-1} \delta_{t+} \quad \text{or} \quad \mu_t^{-1} \delta_{t-} \]  

(3.39)

where the \(-1\) denotes the inverse of the averaging function.

The bilinear transform can be seen as a specific application of a Möbius transformation that maps the complex plane onto a circle \[91\]. A similar process, known as the Cayley transform, maps the upper half of the complex domain onto the unit circle \[29\].

### 3.3 Scheme design: The wave equation

Now we look at two FDTD schemes that solve the wave equation. This gives an example of how different schemes can be selected, along with highlighting the advantages, and
disadvantages, of using such schemes.

3.3.1 An explicit scheme

First we look at the following scheme that produces an explicit update to model the wave equation (2.17)

\[ \frac{\rho_0}{c_0^2} \frac{\partial^2 \psi}{\partial t^2} - \rho_0 \frac{\partial^2 \psi}{\partial z^2} = 0 \]  

(3.40)

Here the variables \( \psi^n \) are grid functions. We can check the accuracy of scheme (3.40) by applying this combination of operators onto the continuous functions \( \psi(t, z) \) and performing a Taylor expansion around \( t = nk \) and \( z = lh \). This gives

\[ \frac{\rho_0}{c_0^2} \frac{\partial^2 \psi}{\partial t^2} - \rho_0 \frac{\partial^2 \psi}{\partial z^2} = \rho_0 \frac{\partial^2 \psi}{\partial t^2} - \rho_0 \frac{\partial^2 \psi}{\partial z^2} + \mathcal{O}(k^2, h^2) \]  

(3.41)

The truncation error is \( \mathcal{O}(k^2, h^2) \), so scheme (3.40) is therefore nominally second order accurate in time and space. When \( c_0 k/h = 1 \), this scheme gives an exact solution to the wave equation and is therefore of infinite accuracy. This exact accuracy at \( c_0 k/h = 1 \) is also exploited in the DWG framework.

Expanding (3.40) and rearranging for time step \( n+1 \), which is assumed to be unknown, gives

\[ \psi^{n+1}_l = 2 \left( 1 - \left( \frac{c_0 k}{h} \right)^2 \right) \psi^n_l + \left( \frac{c_0 k}{h} \right)^2 \left( \psi^{n+1}_{l+1} + \psi^n_{l-1} \right) - \psi^n_l \]  

(3.42)

3.3.2 Numerical dispersion

Numerical dispersion analysis can be performed on (3.40). Using the frequency domain ansatz

\[ \psi^n_l = e^{i\omega nk} e^{i\beta lh} \]  

(3.43)

and substituting into (3.40) gives the numerical characteristic equation

\[ \sin^2\left( \frac{\omega k}{2} \right) = \left( \frac{c_0 k}{h} \right)^2 \sin^2\left( \frac{\beta h}{2} \right) \]  

(3.44)

Rearranging for \( \omega \) gives the numerical dispersion relation

\[ \omega = \pm \frac{2}{k} \sin^{-1}\left( \frac{c_0 k}{h} \sin\left( \frac{\beta h}{2} \right) \right) \]  

(3.45)

which is to be compared to the frequency independent dispersion relation for the continuous case (2.23).

The numerical dispersion relation gives information on how the discrete scheme affects the propagation behaviour of the system. In general, discretisation leads to dispersion—wave speed is frequency (or wavenumber) dependent. This is evident in the phase and group velocities

\[ v_p = \pm \frac{2}{k} \sin^{-1}\left( \frac{c_0 k}{h} \sin\left( \frac{\beta h}{2} \right) \right), \quad v_g = \pm c_0 \frac{\cos\left( \frac{\beta h}{2} \right)}{\sqrt{1 - \left( \frac{c_0 k}{h} \sin\left( \frac{\beta h}{2} \right) \right)^2}} \]  

(3.46)
3.3.3 Stability and von Neumann analysis

Although the solutions to the wave equation are bounded in the continuous domain, this is not guaranteed for the discrete case. A method of checking whether the scheme will be stable is von Neumann analysis [156]. The steps in this method are similar to those in the previous section on numerical dispersion but extended to complex frequencies, in order to examine conditions under which exponential growth, or instability can occur. The utility of this technique is limited to the case of constant coefficient PDE systems defined over infinite domains, with some extensions to the analysis of simple boundary conditions available under so-called GKS analysis [71]. In this work we will focus on energy methods to prove stability. However, it is worth briefly covering von Neumann analysis for completeness.

The discrete frequency domain ansatz, this time with complex temporal frequency, is

$$\psi^n_l = e^{s^n k} e^{j \beta l h}$$

(3.47)

where we recall that \( s = \sigma + j \omega \). Substituting into scheme (3.40) gives the characteristic equation

$$e^{sk} + 2 \left( 2 \left( \frac{c_0 k}{h} \right)^2 \sin^2 \left( \frac{\beta h}{2} \right) - 1 \right) + e^{-sk} = 0$$

(3.48)

Solving for \( e^{sk} \) gives

$$e^{sk} = 1 - 2 \left( \frac{c_0 k}{h} \right)^2 \sin^2 \left( \frac{\beta h}{2} \right) \pm 2 \sqrt{ \left( 1 - 2 \left( \frac{c_0 k}{h} \right)^2 \sin^2 \left( \frac{\beta h}{2} \right) \right)^2 - 1}$$

(3.49)

For stable solutions—that is solutions with no exponential growth—then \( |e^{sk}| \leq 1 \) which means that

$$\left| 1 - 2 \lambda^2 \sin^2 \left( \frac{\beta h}{2} \right) \right| \leq 1$$

(3.50)

where \( \lambda = c_0 k / h \) is the Courant number [103]. The inequality holds if \( \lambda \leq 1 \), known as the Courant-Friedrichs-Lewy (CFL) condition [48]. This means there is a bound on the relationship between the temporal grid size and spatial grid size. This can also be determined from inspection of the numerical dispersion relation (3.45); the argument of the arcsine function must lie between \(-1\) and \(+1\) which can only be satisfied if the CFL condition is satisfied.

3.3.4 Bandwidth of scheme

Returning to the dispersion relation, we can see that (3.45) can be rewritten as

$$\omega = \pm \frac{2}{k} \sin^{-1} \left( \lambda \sin \left( \frac{\beta h}{2} \right) \right)$$

(3.51)

The Courant number therefore gives us information about how much bandwidth is available in the scheme; see Fig. 3.7.

It is clear that the maximum angular frequency is given by

$$\omega_{max} = \frac{2}{k} \sin^{-1}(\lambda)$$

(3.52)
For the case of \( \lambda = 1 \), the Nyquist frequency is the highest possible frequency that can be represented by the scheme and the numerical dispersion relation and phase and group velocities are the same as for the continuous case

\[
\omega = \pm \beta c_0, \quad v_p = v_g = \pm c_0
\]  

(3.53)

and the scheme is thus exact. When \( \lambda < 1 \), so that the \( h \) is increased for fixed \( k \), the bandwidth is reduced and frequency warping occurs. The latter is highlighted in Fig. 3.7 as the dispersion relation deviates from the exact form.

### 3.3.5 Energy analysis

As in the continuous case, we can define a numerical energy for our finite-difference schemes [71]. Henceforth, the time and spatial indices of \( \psi \) are suppressed and assumed to be \( n \) and \( l \) unless otherwise stated. Taking the inner product of \( \delta_t \psi \) with scheme (3.40) over \( d \) gives

\[
\rho_0 \left( \frac{h}{c_0} \delta_t \psi, \delta_t \psi \right)_d - \rho_0 \left( \delta_t \psi, \delta_z \psi \right)_d = 0
\]  

(3.54)

Using summation by parts, (3.27), gives

\[
\rho_0 \left( \delta_t \psi, \delta_t \psi \right)_d + \rho_0 \left( \delta_t \delta_z \psi, \delta_z \psi \right)_d - \rho_0 \delta_t \psi_0 \delta_z \psi_{-1} + \rho_0 \delta_t \psi_N \delta_z \psi_N = 0
\]  

(3.55)

Employing (3.26a) and (3.26b) gives

\[
\delta_t + b_{we} + b_{we} = 0
\]  

(3.56)

where

\[
b_{we} = \frac{\rho_0}{2c_0} \left( \delta_t \psi \right)^2_d + \rho_0 \left( \delta_z \psi, \psi \delta_z \psi \right)_d
\]  

(3.57)

is the discrete energy of the system and

\[
b_{we} = -\rho_0 \delta_t \psi_0 \delta_z \psi_{-1} + \rho_0 \delta_t \psi_N \delta_z \psi_N
\]  

(3.58)
is the power gain or loss at the tube boundaries. The power loss term is useful as it suggests strategies for setting numerical boundary conditions.

Unlike in the continuous case, we cannot immediately say that the energy of the system is always non-negative—and therefore cannot say that the solutions are bounded; some further mathematical legwork is required. Using (3.26), the second term in the discrete energy becomes

\[
\frac{\rho_0}{2} \langle \delta_{z+} \psi, \mu_{t-} \delta_{z+} \psi \rangle_d = \frac{\rho_0}{2} \left( \| \mu_{t-} \delta_{z+} \psi \|^2_d - \frac{k^2}{4} \| \delta_{t-} \delta_{z+} \psi \|^2_d \right) \\
\geq -\frac{\rho_0 k^2}{8} \| \delta_{t-} \delta_{z+} \psi \|^2_d
\]  

(3.59)

From inequality (3.29a) we can then say that

\[
\frac{\rho_0 k^2}{8} \| \delta_{t-} \delta_{z+} \psi \|^2_d \leq \frac{\rho_0 k^2}{2h^2} \| \delta_{t-} \psi \|^2_d
\]  

(3.60)

which means that the total discrete energy satisfies

\[
\begin{align*}
&b_{we} \geq \frac{\rho_0}{2c_0} \| \delta_{t-} \psi \|^2_d - \frac{\rho_0 k^2}{2h^2} \| \delta_{t-} \psi \|^2_d \\
= & \left(1 - \lambda^2\right) \frac{\rho_0}{2c_0} \| \delta_{t-} \psi \|^2_d
\end{align*}
\]  

(3.61)

The discrete energy is always non-negative provided that

\[
1 - \lambda^2 \geq 0
\]  

(3.62)

which is the same result we get from von Neumann analysis.

The power in using energy analysis rather than von Neumann analysis is that energy methods can be extended to handle variable coefficient PDE systems as well as boundary conditions. This will be demonstrated in Sec. 3.4. On the other hand, von Neumann analysis, when it applies, yields additional useful information regarding numerical dispersion.

3.3.6 Boundary conditions

The boundary terms generated from the energy analysis gives some guidance as to the choice of appropriate difference operators that terminate the system at the boundaries. In this case an obvious choice is

\[
\begin{align*}
\delta_{t-} \psi_0 &= 0, \quad \delta_{t-} \psi_N = 0 \quad \text{(Dirichlet)} \quad (3.63a) \\
\delta_{z+} \psi_{-1} &= 0, \quad \delta_{z+} \psi_N = 0 \quad \text{(Neumann)} \quad (3.63b)
\end{align*}
\]

However, from Sec. 3.2.3 we can see that the Neumann boundary conditions are not centred about the domain boundary, and thus some degradation in accuracy is to be expected.

The expression for the discrete energy given in (3.57) is consistent with the expression for the continuous energy in the limit as grid spacing becomes small. It is not, however, unique; other choices of inner product are available that result in different choices of boundary conditions, giving more power to this type of approach. If we use the weighted inner product
in the energy analysis we end up with
\[
\begin{align*}
\mathcal{E}_{\text{inc}} &= \frac{1}{2} (\langle \delta \phi \rangle_{\text{inc}}^2 + \langle \delta \theta \rangle_{\text{inc}}^2)
\end{align*}
\]

In this case the Neumann boundary conditions would be
\[
\begin{align*}
\delta_z \psi_0 &= 0, \quad \delta_z \psi_N &= 0
\end{align*}
\] (3.65)

which do offer second order accuracy at \(l = 0\) and \(l = N\). These Neumann conditions will be called centred.

**DWG interpretation of boundary conditions**

For the case of \(\lambda = 1\), these boundary conditions reduce to DWG terminations [21]. The uncentered FDTD Neumann boundary condition at \(l = 0\) is the same as feeding a leftward going wave, \(\psi^- (nk, lh)\), into the rightward going wave, \(\psi^+ (nk, lh)\), with a single time step delay so that
\[
\delta_z \psi_0^n = 0 \equiv \psi^+ (nk, 0) = \psi^- ((m - 1)k, 0) \quad (3.66)
\]
The centred FDTD Neumann boundary condition is the same application but without the delay
\[
\begin{align*}
\delta_z \psi_0^n &= 0 \equiv \psi^+ (nk, 0) = \psi^- (nk, 0)
\end{align*}
\] (3.67)

**3.3.7 Modes of the system**

We can investigate the effect of these two boundary conditions on the modes of the system in a similar fashion to the continuous case. For simplicity we will operate at the stability limit \(\lambda = 1\) so that \(\beta = \omega / c_0\), giving a best case scenario. From the dispersion analysis we can write the solutions as
\[
\psi_l^n = e^{j\omega k n} \left( A \sin \left( \frac{\omega h l}{c_0} \right) + B \cos \left( \frac{\omega h l}{c_0} \right) \right)
\] (3.68)

where \(A\) and \(B\) are constants determined by boundary conditions. Tab. 3.2 shows the modal solutions and frequencies for the two types of Neumann boundary conditions applied at both ends of the tube.

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>Solution</th>
<th>Mode frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncentred Neumann</td>
<td>(\psi_l^n = B_m e^{j\omega m nk} \left( \sin \left( \frac{\omega h l}{c_0} \right) \right) )</td>
<td>(\omega_m = \frac{m\pi c_0}{h(N + 1)}, \quad m = 1, 2, \ldots)</td>
</tr>
<tr>
<td>Centred Neumann</td>
<td>(\psi_l^n = B_m e^{j\omega m nk} \cos \left( \frac{\omega h l}{c_0} \right) )</td>
<td>(\omega_m = \frac{m\pi c_0}{h N}, \quad m = 1, 2, \ldots)</td>
</tr>
</tbody>
</table>

Table 3.2: Modal solutions and modal frequencies for the wave equation solved with the explicit scheme (3.40) using the uncentred and centred Neumann boundary conditions at \(l = 0\) and \(l = N\).

The centred boundary conditions yield the modal frequencies that are derived from the exact case shown in Tab. 2.1. The uncentred boundary conditions, when used in the same way, have modal frequencies lower than they should be—the tube appears to be of length \(L + h\) rather than \(L\). This, however, corresponds to boundaries of the domain set at \(l = 0\) and
$l = N$ with $l$ lying over the integers. If, instead, we set $l$ to lie over a half integer domain and use the uncentered boundary conditions, then this will correspond to the correct length\(^1\). If we were to use the centred boundary conditions, the tube will appear to be shorter. This highlights how important it is to think about how we set up our FDTD schemes and how the boundary conditions are selected.

### 3.3.8 Implementation

Scheme (3.40) can be implemented by either looping over the spatial domain at each time step or, alternatively, using a matrix formulation \[^{[21]}\]. As the code generated in this thesis is primarily produced using MATLAB, which is well suited for problems involving matrices, we discuss this implementation here. In addition, explicit schemes have sparse representations, operations which have been optimised in MATLAB.

To implement the matrix formulation, we first define the vector

$$\Psi^n = [\psi^n_0, ..., \psi^n_N]^T \tag{3.69}$$

then (3.40) can be represented as

$$\Psi^{n+1} = B\Psi^n - \Psi^{n-1} \tag{3.70}$$

where $B$ is a sparse square matrix of size $N + 1$. The elements of this matrix, $B_{q,r}$, are defined for the $q^{th}$ row and $r^{th}$ column, where $q$ and $r$ run from 0 to $N$

$$B_{l,l} = 2(1 - \lambda^2), \quad l = 0, ..., N \tag{3.71a}$$

$$B_{l,l+1} = \lambda^2, \quad l = 0, ..., N - 1 \tag{3.71b}$$

$$B_{l,l-1} = \lambda^2, \quad l = 1, ..., N \tag{3.71c}$$

It should be noted that this indexing makes references to zeroth columns and vectors; this has been done so as to match with the original labelling of the scheme. Pseudocode for such an implementation is shown in Alg. 1.

**Algorithm 1**

Pseudocode for implementation of explicit FDTD scheme for the wave equation.

1. Define simulation parameters
2. Construct $B$
3. Initialise $\Psi^{n+1}$, $\Psi^n$, and $\Psi^{n-1}$
4. for $n = 1 \rightarrow$ no. timesteps do
   1. $\Psi^{n+1} \leftarrow B\Psi^n - \Psi^{n-1}$
   2. $\Psi^{n-1} \leftarrow \Psi^n$
   3. $\Psi^n \leftarrow \Psi^{n+1}$
5. end for

Fig. 3.8 shows solutions to the wave equation calculated using scheme (3.42) after initialising with a Hann pulse.

\(^1\)We can use a finite-volume interpretation \[^{[103]}\] to understand why different energy analysis allows for different position of the boundaries. For the weighted inner product, we can think of the boundary cells as being half the size of the interior cells which is linked to the factors of a half in the weighted inner product definition. As a result, the flux over the exterior wall of that cell is aligned with the cell centre. In the other case of the inner product, the cell at the boundary is a full cell, hence the extra length. This is linked to Fig. 3.5.
Boundary conditions can be implemented by modifying the elements of $B$. For the uncentred Neumann conditions

$$B_{0,0} = 2 - \lambda^2, \quad B_{N,N} = 2 - \lambda^2$$

(3.72)

For the centred Neumann conditions

$$B_{0,1} = 2\lambda^2, \quad B_{N,N-1} = 2\lambda^2$$

(3.73)

Dirichlet boundary conditions can be implemented by only updating the interior points so that $\Psi = [\psi_1, ..., \psi_{N-1}]^T$ and $B$ being a square matrix of size $N - 1$.

$$B_{l,l} = 2(1 - \lambda^2), \quad l = 0, ..., N - 2 \quad \text{(3.74a)}$$

$$B_{l,l+1} = \lambda^2, \quad l = 0, ..., N - 3 \quad \text{(3.74b)}$$

$$B_{l,l-1} = \lambda^2, \quad l = 1, ..., N - 1 \quad \text{(3.74c)}$$

Calculating energy

The energy of the system can be monitored using the summed form

$$h_{n+1} = h_{n+1} - h_n + k \sum_{q=0}^{n} b_{we}^{n+1/2} = 0$$

(3.75)

which is the discrete form of the integrated energy$^2$ (2.41). The operator $[\cdot]_2$ denotes rounding to the nearest power of two towards zero so that

$$[h_{we}^0]_2 = 2^{\text{fix}(\log_2(h_{we}^0))}$$

(3.76)

where $\text{fix}(\cdot)$ denotes rounding towards zero.

$^2$Note that in this chapter we shall be considering lossless boundary conditions so $b_{we} = 0$. 

---

Figure 3.8: Solutions calculated using scheme \ref{eq:3.42} at two time instants. The sample rate is 20 kHz and $\lambda = 1$. The acoustic velocity potential has been initialised with an Hann pulse of width 21 steps.
In practice, the value of $h_{sum}$ is never exactly zero due to finite machine precision. We can, however, see bit wise deviations of size $2.2204 \times 10^{-16}$ which corresponds to machine epsilon in double precision floating point arithmetic; see Fig. 3.9.

Figure 3.9: Plot of $h_{sum}$ for the system in Fig. 3.8. The energy is calculated using the weighted inner product form (3.64).

Monitoring the energy is useful as a debugging tool when creating discrete schemes. Any unexplained deviations beyond machine precision would suggest that there are problems with implementation.

### 3.3.9 An implicit scheme: Variation on a scheme

An alternative finite-difference scheme can be constructed using the bilinear transform

$$
\frac{\rho_0}{c_0^2} \left( \mu_{t+1}^{-1} \delta_{t+1} \right) \left( \mu_{t-1}^{-1} \delta_{t-1} \right) \psi_l^n - \rho_0 \delta_{zz} \psi_l^n = 0 \quad (3.77)
$$

or

$$
\frac{\rho_0}{c_0^2} \delta_{tt} \psi_l^n - \rho_0 \mu_t + \mu_{t-1} \delta_{zz} \psi_l^n = 0 \quad (3.78)
$$

The method of construction of scheme (3.78) is also known as the Crank-Nicolson method \[160\]. A similar approach can be applied in the PH framework \[60\].

The truncation error for the implicit scheme (3.78) is the same as the truncation error of the explicit scheme (3.40): $O(k^2, h^2)$.

The update for this scheme is given by

$$
\left( 1 + \frac{\lambda^2}{2} \right) \psi_{l+1}^{n+1} - \frac{\lambda^2}{4} \left( \psi_{l+1}^{n+1} + \psi_{l-1}^{n+1} \right) = \left( 2 - \lambda^2 \right) \psi_l^n - \left( 1 + \frac{\lambda^2}{2} \right) \psi_{l-1}^{n-1} + \frac{\lambda^2}{2} \left( \psi_{l+1}^{n-1} + \psi_{l-1}^{n-1} \right)
$$

It is clear that this scheme is implicit, as there are three unknowns at time step $n+1$. 
3.3.10 Numerical dispersion analysis

Using the discrete frequency domain ansatz, (3.43), the numerical dispersion of scheme (3.78) is given by

\[ \tan^2 \left( \frac{\omega k}{2} \right) = \lambda^2 \sin^2 \left( \frac{\beta h}{2} \right) \] (3.80)

or

\[ \omega = \pm \frac{2}{k} \tan^{-1} \left( \lambda \sin \left( \frac{\beta h}{2} \right) \right) \] (3.81)

Fig. 3.10 at left shows the dispersion of the implicit scheme for different values of \( \lambda \). The maximum frequency of this scheme is given by

\[ \omega_{\text{max}} = \frac{2}{k} \tan^{-1} (\lambda) \] (3.82)

When \( \lambda = 1 \), \( \omega_{\text{max}} = \pi/(2k) \) which is half of the total possible frequency bandwidth allowed by the Nyquist theorem for a given time step \( k \), see Fig. 3.10 at right. In fact, it is only in the limit of \( \lambda \to \infty \) that the maximum frequency of the scheme coincides with the Nyquist frequency. As a result, the sample rate must be set sufficiently high, either temporally or spatially, to correctly represent the frequency range of interest.

![Figure 3.10:](image)

Figure 3.10: Left: Dispersion for scheme (3.78) for different values of \( \lambda \) at a sample rate of 20 kHz. Even for \( \lambda = 1 \), the dispersion deviates from the exact dispersion relation. Right: Bandwidth of implicit scheme as a function of \( \lambda \). The dashed line shows the Nyquist frequency which this scheme can never fully achieve.

3.3.11 Energy analysis

Energy analysis for scheme (3.78) can be performed in the same way as in the explicit case by taking the inner product with \( \delta_t \psi \) over \( d \)

\[ \frac{\rho_0}{c_0} \delta_t \psi \cdot \delta_t \psi d - \rho_0 (\delta_t \psi, \mu_t + \mu_t - \delta_z \psi) d = 0 \] (3.83)

Using summation by parts and identities (3.26a) and (3.26c)\(^3\) gives

\[ \delta_t b_{\text{imp}}(\mu_t) + b_{\text{imp}}(\mu_t) = 0 \] (3.84)

\(^3\)Recall that \( \delta_t = \delta_t + \mu_t = \delta_t - \mu_t \)
where
\[
\mathbf{b}_{we}^{\text{imp}} = \frac{\rho_0}{2c_0^2} \| \delta_t - \psi \|^2_d + \frac{\rho_0}{2} \| \mu_t - \delta_z + \psi \|^2_d \geq 0
\] (3.85)

and
\[
\mathbf{b}_{we}^{\text{imp}} = \rho_0 \left( -\delta_t \psi_0 \mu_t + \mu_t - \delta_z + \psi_{-1} + \delta_t \psi N \mu_t + \mu_t - \delta_z + \psi N \right) \] (3.86)

It is clear in this case that the discrete energy, \( \mathbf{h}^{\text{imp}} \), is always non-negative and thus there are no constraints on the grid spacing \( h \) or time step \( k \)—this scheme is said to be unconditionally stable.

The same procedure can be performed using the weighted inner product to yield centred boundary conditions
\[
\mathbf{b}_{we}^{\text{imp}} = \rho_0 \left( -\delta_t \psi_0 \mu_t + \mu_t - \delta_z + \psi \right) \] (3.87)

and
\[
\mathbf{b}_{we}^{\text{imp}} = \rho_0 \left( -\delta_t \psi_0 \mu_t + \mu_t - \delta_z + \psi + \delta_t \psi N \mu_t + \mu_t - \delta_z + \psi N \right) \] (3.88)

### 3.3.12 Implementation

The implicit scheme is implemented using the matrix-vector form as follows
\[
\mathbf{A} \mathbf{\Psi}^{n+1} = \mathbf{B} \mathbf{\Psi}^{n} - \mathbf{A} \mathbf{\Psi}^{n-1} \implies \mathbf{\Psi}^{n+1} = \mathbf{A}^{-1} \mathbf{B} \mathbf{\Psi}^{n} - \mathbf{\Psi}^{n-1}
\] (3.89)

where \( \mathbf{A} \) and \( \mathbf{B} \) are sparse \( N \times N \) matrices with elements
\[
A_{l,l} = 1 + \frac{\lambda^2}{2}, \quad B_{l,l} = 2 - \lambda^2, \quad l = 0, ..., N
\] (3.90a)
\[
A_{l,l+1} = -\frac{\lambda^2}{4}, \quad B_{l,l+1} = \frac{\lambda^2}{2}, \quad l = 0, ..., N - 1
\] (3.90b)
\[
A_{l,l-1} = -\frac{\lambda^2}{4}, \quad B_{l,l-1} = \frac{\lambda^2}{2}, \quad l = 1, ..., N
\] (3.90c)

Noncentred Neumann conditions can be applied using
\[
A_{0,0} = 1 + \frac{\lambda^2}{4}, \quad B_{0,0} = 2 - \frac{\lambda^2}{2}
\] (3.91a)
\[
A_{N,N} = -\frac{\lambda^2}{4}, \quad B_{N,N} = 2 - \frac{\lambda^2}{2}
\] (3.91b)

Centred Neumann conditions can be applied using
\[
A_{0,1} = -\frac{\lambda^2}{2}, \quad B_{0,1} = \lambda^2
\] (3.92a)
\[
A_{N,N-1} = -\frac{\lambda^2}{2}, \quad B_{N,N-1} = \lambda^2
\] (3.92b)

Fig. 3.11 shows solutions to the wave equation initialised with a Hann pulse solved using the implicit scheme, as was done previously for the explicit scheme. It is clear that dispersion is present in this scheme as there are ripples that lie behind each of the wave fronts—compare to Fig. 3.8 where there are no ripples and the solutions are exact. Fig. 3.12 shows the energy for this system.
Figure 3.11: Solutions calculated using scheme (3.89) at two time instances. The sample rate is 20 kHz and $\lambda = 1$. The acoustic velocity potential has been initialised with a Hann pulse of width 21 steps. Both sides of the domain are terminated using the centred Neumann conditions.

Figure 3.12: Plot of $h_{num}$ for the system in Fig. 3.11. The energy is calculated using the weighted inner product form (3.87).

3.3.13 Explicit vs implicit schemes

As in the continuous time case, a numerical input impedance may be derived using frequency domain analysis. An input impedance for the explicit and implicit schemes can be defined as

$$Z_{in} = \frac{p_0}{S_0} \overline{\mathcal{F} \left( \delta_t \psi^n_0 \right)}$$

(3.93)

where $\overline{\mathcal{F}}$ denotes the discrete Fourier transform.

It is clear from the numerical dispersion analysis that the solutions to both (3.40) and (3.78) are of the form

$$\psi^n_l = e^{j\omega kn} \left( Ae^{j\beta hl} + Be^{-j\beta hl} \right)$$

(3.94)

where $A$ and $B$ are constants. Assuming a Dirichlet boundary condition at $l = N$, this can be written as

$$\psi^n_l = Ae^{j\omega kn} \left( e^{j\beta hl} - e^{2j\beta hN} e^{-j\beta hl} \right)$$

(3.95)
so that \( Z_{in} \) becomes

\[
Z_{in} = \frac{\rho_0 \ h \ j \sin(\omega k)}{S_0 \ k \ \sin(\beta h) \ \tan(\beta h N)}
\]  
(3.96)

We can then substitute the suitable numerical dispersion relations between \( \beta \) and \( \omega \) for the explicit and implicit schemes to calculate an input impedance. In this case the dispersion relation is given by specifying a velocity at \( l = 0 \) as an impulse. In practice, \( \delta_z \psi_0^n \) is impulsive in the time domain leading to a unity frequency response with zero phase meaning that the input impedance is related to the Fourier transform of the pressure signal.

Figure 3.13: Input impedances calculated for a cylinder of length 0.3 m and radius 0.01 m using the explicit (blue) and implicit (green) schemes. Top: Input impedance calculated using \( \lambda = 1 \). Bottom: Input impedance calculated using \( \lambda = 0.7972 \). Dashed vertical line show the exact resonances. Sample rate is 20 kHz.

Fig. 3.13 shows the input impedance calculated from the two schemes with reference to the exact calculation. For \( \lambda = 1 \), the explicit scheme gives the same result as the exact expression whereas the implicit scheme starts to deviate at higher frequencies. For lower values of \( \lambda \), frequency warping is present in both schemes but is more severe for the implicit scheme.

It is worthwhile to take a moment to compare these explicit and implicit schemes in the context of the desirable properties of a numerical method, outlined at the beginning of this chapter.

**Stability**

The implicit scheme \([3.78]\) is shown to be unconditionally stable and therefore there are no limits set on the temporal and spatial step sizes. The explicit scheme can also be shown to be stable, but this is conditional on the ratio of the spatial step size to the temporal step size\(^4\). A lower bound is placed on the spatial step size, therefore, investigations that require a fine spatial resolution require a high temporal sample rate.

\(^4\)This is stated in Theorem 1.6.2 in the text of Strikwerda [129]. **There are no explicit, unconditionally stable, consistent finite-difference schemes for hyperbolic systems of partial differential equations.**
Accuracy

Use of the implicit scheme introduces severe numerical dispersion which, in practice, cannot be fully removed. As a result, frequency warping is present accompanied by reduction of bandwidth. The explicit scheme, on the other hand, displays no numerical dispersion when operating at the stability limit, $\lambda = 1$, allowing for bandwidth up to the Nyquist frequency. When operating away from the stability limit ($\lambda < 1$), some numerical dispersion is introduced but it is not as severe as in the implicit scheme for the same temporal and spatial step sizes. These effects of numerical dispersion are highlighted in the input impedances shown in Fig. 3.13.

Efficiency

Matrix implementation of the implicit scheme uses dense matrices, whereas sparse matrices define the update for the explicit scheme. As such, the computational time differs between the two methods. Using the same relation between temporal and spatial step size ($\lambda = 1$, $T = 26.85^\circ C$), the temporal loop for a 1 s duration simulation at a temporal sample rate of 20 kHz of a 1 m long tube takes around 0.02 s using the explicit scheme and 0.06 s using the implicit scheme. Simulations were performed in MATLAB R2016b on a 2013 MacBook Pro with 2.8 GHz Intel Core i7 processor. The schemes were implemented in their most optimal manner: the implicit scheme used a full matrix representation, the explicit used a sparse matrix implementation.

Numerical energy and passive numerical methods

In both the explicit and implicit FDTD schemes for the wave equation presented in this chapter, a numerical energy can be defined that is similar in form to that derived from the continuous system. However, the energies for each scheme are distinct from each other and the amount of analysis required to show non-negativity varies—the energy of the implicit scheme is shown to be non-negative immediately, whereas the explicit scheme requires several steps to determine passivity. In addition, the choice of inner product used to define the numerical energy determines how passive boundary conditions are implemented, which, in turn, can have implications on the size of the domain.

Such implicit schemes are employed to guarantee stability for schemes used in the modelling nonlinear wave propagation or collisions [40]. However, implementation of these methods results in longer simulation times. In addition, to achieve a high level of accuracy using these implicit schemes requires using either a finer spatial resolution or a higher temporal sample rate to overcome numerical dispersion, further increasing computational requirements.

Energy balance methods, such as the PH framework, typically employ temporal discretisations that preserve the passivity of the system [57, 109]. An $N$ element PH system is presented in terms of a state vector $\mathbf{x} = [x_0, x_1, ..., x_N]^T$ and the associated Hamiltonian $H = \sum_{i=0}^{N} H_i(x_i)$, where $H_i$ gives the energy corresponding to the $i^{th}$ state variable. The temporal behaviour is given by

$$\partial_t \mathbf{x} = J \nabla_{\mathbf{x}} H \quad (3.97)$$

Use of sparse representation increases the computational time of the implicit scheme to 0.12 s.
where $J$ is a state matrix that describes the interactions between individual elements of the system and $\nabla_x$ is the multi-dimensional gradient with respect to the state variable. For linear storage elements $H_i \propto \frac{1}{2} (x_i)^2$, therefore (3.97) becomes

$$\partial_t x = J' x$$  \hspace{1cm} (3.98)

where $J' \propto J$ takes into account any constants of proportionality in the definition $H_i$.

A guaranteed stable discretisation of (3.97) involves using the forwards time difference operator to approximate $\partial_t$ and the following approximation for each element of the multi-dimensional gradient

$$[\nabla_x H]_i \approx \frac{H_i(x_{i+1}^n) - H_i(x_i^n)}{x_{i+1}^n - x_i^n}$$  \hspace{1cm} (3.99)

which for linear storage elements becomes

$$[\nabla_x H]_i \approx \frac{1}{2} \frac{(x_{i+1}^n)^2 - (x_i^n)^2}{x_{i+1}^n - x_i^n}$$  \hspace{1cm} (3.100)

$$\approx \frac{1}{2} \left( x_{i+1}^n + x_i^n \right)$$  \hspace{1cm} (3.101)

$$\approx \mu_{i+1} x_i^n$$  \hspace{1cm} (3.102)

The discrete form of (3.97) is therefore

$$\delta t x = J' \mu_t x$$  \hspace{1cm} (3.103)

which is clearly an application of the bilinear transform to (3.98) and will therefore suffer from frequency warping effects.

### 3.3.14 Schemes for PDEs using first vs. second derivatives

The wave equation does not have to be solved in the form using second derivatives. An equivalent description of the system can be given using differential equations for the acoustic pressure and particle velocity variables. In Torin’s thesis [163], a small investigation was made into the differences in results between first and second derivative forms of FDTD schemes for the simple harmonic oscillator. In that study, it was shown that the first derivative forms showed a smaller deviation in the numerical energy calculations than the second derivative forms; the latter was shown to be more sensitive to rounding effects caused by implementation of the scheme.

In the previous chapter, it was shown that the second derivative equation solutions were bounded by their first derivatives of the solutions, whereas the actual solutions were bounded to the first derivative system equations. In this case, the explicit scheme for the wave equation, (3.40) can be recast using pressure, $p_{i}^0$, and velocity, $v_{i+1/2}^n$, as

$$\rho_0 \delta_t v - \partial_z p = 0, \quad l \in \tilde{d}$$  \hspace{1cm} (3.104a)

$$\frac{1}{\rho_0 c_0^2} \partial_t p + \partial_z v = 0, \quad l \in d$$  \hspace{1cm} (3.104b)
with corresponding energy balance

$$b_{we} + b_{uce} = 0$$  \hspace{1cm} (3.105)$$

$$b_{we} = \frac{1}{2\rho_0c_0^2}(||p||_d^2 + \rho_0\langle v, w_{l-v} \rangle_d) \geq 0, \hspace{0.5cm} \lambda \leq 1$$  \hspace{1cm} (3.106)$$

$$b_{uce} = -\mu_t + \rho_0^2 \mu_z - v^2_1 + \mu_5 + \rho_0^2 \mu_z - v_{N+1/2}$$  \hspace{1cm} (3.107)$$

In general, in this thesis, we will consider the first derivative PDE system equations for the horn equation although will use the second derivative form for simple discussion of boundary conditions. We shall use the acoustic velocity potential when modelling wave propagation in three-dimensions later in Chap. 4.

### 3.4 Scheme design: the horn equation

Now, we look at ways of discretising the horn equation. In this case, we are trying to discretise PDE systems with spatially varying coefficients, so the typical frequency domain analysis tools are no longer available for use.

#### 3.4.1 An explicit scheme

An explicit scheme for the transmission line form of the horn equation (2.49) is given by

$$\frac{\tilde{S}_l}{\rho_0c_0^2} \delta_t p^n_l + \delta_z - \left(S_{l+1/2} v^{n+1/2}_{l+1/2} - S_l v^{n+1/2}_{l-1/2} \right) = 0, \hspace{0.5cm} \rho_0 \delta_t - v^{n+1/2}_{l+1/2} + \delta_z p^n_l = 0$$  \hspace{1cm} (3.108)$$

In this case an interleaved scheme has been used, where the spatial and temporal grid points for the velocity field lie between those of the pressure field, see Fig. 3.2. Of course, this could be presented with the grids for pressure and velocity interchanged; (3.108) is just one way to create an explicit scheme. The values $\tilde{S}_l$ and $S_{l+1/2}$ are approximations to the surface area on the different grids; see Fig. 3.14

![Figure 3.14: Bore profile and surface areas on different grids. Solid line shows the bore profile. Dashed line shows the spatial grid that $\tilde{S}$ is calculated on and dotted line shows the grid that $S$ is sampled on.](image)

The update for scheme (3.108) is given by

$$p^{n+1}_l = p^n_l = \frac{\rho_0 c_0 \lambda}{\tilde{S}_l} \left(S_{l+1/2} v^{n+1/2}_{l+1/2} - S_{l-1/2} v^{n+1/2}_{l-1/2} \right), \hspace{0.5cm} l \in d$$  \hspace{1cm} (3.109a)$$
The update for the pressure will require boundary conditions to be chosen at \( l = 0 \) and \( l = N \)—the scheme will require values for \( v_{n-1/2} \) and \( v_{N+1/2} \), respectively, which lie outside the domain. This is not the case for the velocity update, which is entirely determined by values internal to the domain.

### Energy analysis

As in the case of dispersion analysis for the continuous horn equation, the spatial inhomogeneity in the system due to the change in cross sectional area means that it is not, in general, possible to perform von Neumann analysis on the scheme for the horn equation. As standard frequency domain analysis cannot be used to determine stability of (3.108) we look for a discrete energy to find bounds on the solutions. Temporal and spatial indices are suppressed and assumed to be \( n \) and \( l \) for \( p \), and \( n+1/2 \) and \( l+1/2 \) for \( v \), unless otherwise stated. Spatial indices are also suppressed for the surface areas and assumed to be \( l \) for \( \bar{S} \), and \( l+1/2 \) for \( S \). Taking the weighted inner product of \( \mu_t + p \) with the first of (3.108) over \( d \) gives

\[
\frac{1}{\rho_0 c_0^2} \langle \mu_t + p, \bar{S} \delta_t + p \rangle_d + \langle \mu_t + p, \delta_z - (Sv) \rangle_d = 0
\]  

(3.110)

Summation by parts, (3.28), results in

\[
\frac{1}{\rho_0 c_0^2} \langle \mu_t + p, \bar{S} \delta_t + p \rangle_d + \langle \mu_t + \delta_z + p, (Sv) \rangle_d + b_{he} = 0
\]  

(3.111)

where

\[
b_{he} = -\mu_t + p_0 \mu_z - (S_{1/2}v_{1/2}) + \mu_t + p_N \mu_z - (S_{N+1/2}v_{N+1/2})
\]  

(3.112)

Substituting the second of (3.108) gives

\[
\frac{1}{\rho_0 c_0^2} \langle \mu_t + p, \bar{S} \delta_t + p \rangle_d + \rho_0 \langle \delta_z + p, (Sv) \rangle_d + b_{he} = 0
\]  

(3.113)

Using (3.26b) and (3.26c) results in

\[
\delta_t + b_{he} + b_{he} = 0
\]  

(3.114)

where

\[
b_{he} = \frac{1}{2 \rho_0 c_0^2} \left( \| \sqrt{S} p \|_d \right)^2 + \frac{\rho_0}{2} \langle Sv, w_{l+1/2} \rangle_d
\]  

(3.115)

As for the explicit scheme for the wave equation, it is not immediately obvious that the energy analysis of (3.108) results in a non-negative energy; further work must be done to prove that the solutions are bounded and the scheme is therefore stable.

Using (3.26) and the second of (3.108), the second term of the numerical energy can be
rewritten as
\[
\frac{\rho_0}{2} \langle Sv, w_{t-v} \rangle_d \geq \frac{\rho_0}{2} \left( \|\sqrt{S} \mu_{t-v} \|_d^2 - \frac{k^2}{4} \|\sqrt{S} \delta_{t-v} \|_d^2 \right) 
\]
\[
\geq \frac{-\rho_0 k^2}{8} \|\sqrt{S} \delta_{t-v} \|_d^2 \quad (3.108)
\]
\[
\geq \frac{-k^2}{8 \rho_0} \|\sqrt{S} \delta_{t+v} \|_d^2 
\]
(3.116)

Using (3.29b) and (3.29a), this can be reinserted into the numerical energy expression so that
\[
\beta_{he} \geq \frac{1}{2 \rho_0 c_0^2} \left( \|\sqrt{S} p \|_d^2 \right) - \frac{k^2}{2 \rho_0 h^2} \|\sqrt{\mu_{zh}} \|_d^2 
\]
\[
\geq \frac{-k^2}{2 \rho_0 h^2} \left( \|\sqrt{\mu_{zh}} \|_d^2 \right)^2 
\]
\[
\geq \frac{1}{2 \rho_0 c_0^2} \left( (\bar{S} - \lambda^2 \mu_{zh-S}) p, p \right)_d^2 
\]
(3.117)

If
\[
\bar{S}_t = \mu_{zh-S_{t+1/2}} 
\]
then the CFL bound
\[
\lambda \leq 1 
\]
(3.119)
is satisfactory for the energy to be non-negative and therefore the scheme produces bounded solutions. Note in particular that this condition is convenient to use as it is independent of the continuous bore profile.

### 3.4.2 Boundary conditions

We can see from the definition of \( \beta_{he} \) that we can define our boundary conditions from \( \mu_{t+p}, \mu_{t+p_N}, \mu_{zh-(S_{1/2}v_{1/2})} \) and \( \mu_{zh-(S_{N+1/2}v_{N+1/2})} \). Since the weighted inner product has been used in calculating an energy these boundary conditions are centred. Lossless boundary conditions are therefore defined by
\[
p_0 = 0, \quad p_N = 0, \quad (\text{Dirichlet}) \quad (3.120a)
\]
\[
mu_{zh-(S_{1/2}v_{1/2})} = 0, \quad mu_{zh-(S_{N+1/2}v_{N+1/2})} = 0, \quad (\text{Neumann}) \quad (3.120b)
\]

### 3.4.3 Implementation

Scheme (3.109) can be implemented in matrix form. Defining the vectors for pressure and velocity as \( p = [p_0, ..., p_N]^T \) and \( v = [v_{1/2}, ..., v_{N-1/2}]^T \), the scheme can be written as
\[
v^{n+1/2} = v^{n-1/2} + Bp^n, \quad p^{n+1} = p^n + Dv^{n+1/2} 
\]
(3.121)
where $B$ and $D$ are sparse matrices of size $N \times (N + 1)$ and $(N + 1) \times N$ respectively. The elements of these matrices are given by

$$B_{l,l} = \frac{\lambda}{\rho_0 c_0}, \quad B_{l,l+1} = -\frac{\lambda}{\rho_0 c_0}, \quad l = 0, \ldots, N - 1 \quad (3.122a)$$

$$D_{l,l} = -\rho_0 c_0 \frac{S_{l+1/2}}{S_l}, \quad l = 0, \ldots, N \quad (3.122b)$$

$$D_{l,l-1} = \rho_0 c_0 \frac{S_{l-1/2}}{S_l}, \quad l = 1, \ldots, N \quad (3.122c)$$

At the boundaries of the domain, it is sufficient to set the values of $\bar{S}_0$ and $\bar{S}_N$ to be those given by the continuous case at $z = 0$ and $z = L$, rather than trying to assign a value to $S_{-1/2}$ and $S_{N+1/2}$ outside of the domain for averaging purposes.

For Neumann boundary conditions, elements of $D$ are modified to

$$D_{0,0} = -2\rho_0 c_0 \frac{S_{1/2}}{S_0}, \quad D_{N,N-1} = 2\rho_0 c_0 \frac{S_{N-1/2}}{S_N} \quad (3.123)$$

Rather than redefining our matrix notation to correctly index surface areas, Dirichlet boundary conditions can be implemented by assigning the boundary entries of $B$ and $D$ to zero

$$B_{0,0} = 0, \quad B_{N-1,N} = 0 \quad (3.124a)$$

$$D_{0,0} = 0, \quad D_{N,N-1} = 0 \quad (3.124b)$$

This is equivalent to $p^n_0, p^n_N = 0$.

### 3.4.4 An implicit scheme

An implicit scheme to model the horn equation is given by

$$\frac{S_l}{\rho_0 c_0} \delta_t p^n_l = -\delta_z - \mu_{t+} \left( S_{t+1/2} v^n_{t+1/2} \right), \quad \rho_0 \delta_t v^n_{t+1/2} = -\delta_z + \mu_{t+} p^n_l \quad (3.125)$$

where the pressure and velocity fields are temporally aligned but interleaved with respect to space. Scheme (3.125) results in the update

$$p^{n+1}_l + \frac{\rho_0 c_0 \lambda}{2S_l} \left( S_{t+1/2} v^{n+1}_{t+1/2} - S_{t-1/2} v^{n+1}_{t-1/2} \right) = p^n_l - \frac{\rho_0 c_0 \lambda}{2S_l} \left( S_{t+1/2} v^n_{t+1/2} - S_{t-1/2} v^n_{t-1/2} \right) \quad (3.126a)$$

$$l \in d$$

$$v^{n+1}_{t+1/2} + \frac{\lambda}{2\rho_0 c_0} (p^{n+1}_{t+1} - p^{n+1}_l) = v^n_{t+1/2} - \frac{\lambda}{2\rho_0 c_0} (p^n_{t+1} - p^n_l), \quad l \in d \quad (3.126b)$$

### Energy analysis

We again look to produce a discrete energy for (3.125). In this case, the temporal index for $v$ is assumed to be $n$. Taking the weighted inner product of $\mu_{t+} p$ with the first of (3.125) over $d$
results in
\[
\frac{1}{\rho_0 c_0^2} (\mu_{t+p}, S \delta_{t+p})^\chi + \langle \mu_{t+p}, \delta_z - \mu_{t+} (S v) \rangle_d^\chi = 0
\] (3.127)

Employing summation by parts, (3.28), results in
\[
\frac{1}{\rho_0 c_0^2} (\mu_{t+p}, S \delta_{t+p})^\chi - \langle \delta_z + \mu_{t+p}, \mu_{t+} (S v) \rangle_d^\chi + b_{\text{he}}^{(\text{imp})} = 0
\] (3.128)

where
\[
b_{\text{he}}^{(\text{imp})} = -\mu_{t+p} \rho_0 \mu_{t+p} - \left( S_{1/2} v_{1/2} \right) + \mu_{t+p} \mu_{t+} - \left( S_{1/2} v_{N+1/2} \right)
\] (3.129)

Then substituting the second of (3.125) and using (3.26c) gives
\[
\delta_z + b_{\text{he}}^{(\text{imp})} = 0
\] (3.130)

where
\[
b_{\text{he}}^{(\text{imp})} = \frac{1}{2\rho_0 c_0^2} \left( \| \sqrt{\bar{S} p} \|_d^2 \right)^2 + \frac{\rho_0}{2} \| \sqrt{S v} \|_d^2 \geq 0
\] (3.131)

It is clear that the numerical energy for scheme (3.125) is always non-negative, regardless of how the cross sectional area is defined or the choice of spatial step size.

### 3.4.5 Implementation

Scheme (3.126) can be represented in matrix vector form
\[
A \begin{bmatrix} p^{n+1} \\ v^{n+1} \end{bmatrix} = B \begin{bmatrix} p^n \\ v^n \end{bmatrix} \implies \begin{bmatrix} p^{n+1} \\ v^{n+1} \end{bmatrix} = A^{-1} B \begin{bmatrix} p^n \\ v^n \end{bmatrix}
\] (3.132)

where \( A \) and \( B \) are square matrices of size \( 2N + 1 \). These matrices can be decomposed in block form as
\[
A = \begin{bmatrix} I^{(N+1)} & C \\ D & I^{(N)} \end{bmatrix}, \quad B = \begin{bmatrix} I^{(N+1)} & -C \\ -D & I^{(N)} \end{bmatrix}
\] (3.133)

where \( I^{(N+1)} \) and \( I^{(N)} \) are identity matrices of size \( N + 1 \) and \( N \), and \( C \) and \( D \) are sparse matrices of size \( N + 1 \times N \) and \( N \times N + 1 \) respectively with element values
\[
C_{l,l} = \frac{\rho_0 c_0 \lambda}{2} \frac{S_{l+1/2}}{S_l}, \quad l = 0, \ldots, N
\] (3.134a)
\[
C_{l,l+1} = -\frac{\rho_0 c_0 \lambda}{2} \frac{S_{l-1/2}}{S_l}, \quad l = 1, \ldots, N
\] (3.134b)
\[
D_{l,l} = -\frac{\lambda}{2\rho_0 c_0}, \quad D_{l,l+1} = \frac{\lambda}{2\rho_0 c_0}, \quad l = 0, \ldots, N - 1
\] (3.134c)

Neumann boundary conditions can be applied by modifying the elements of \( C \) to
\[
C_{0,0} = \rho_0 c_0 \lambda \frac{S_{1/2}}{S_0}, \quad C_{N,N-1} = -\rho_0 c_0 \lambda \frac{S_{N-1/2}}{S_N}
\] (3.135)

Dirichlet boundary conditions can be implemented in a similar fashion to the explicit
scheme by assigning elements of the system matrices to zero

\[
A_{0,0} = 0, \quad A_{N,N} = 0 \quad (3.136a)
\]

\[
C_{0,0} = 0, \quad C_{N,N-1} = 0 \quad (3.136b)
\]

\[
D_{0,0} = 0, \quad D_{N-1,N} = 0 \quad (3.136c)
\]

### 3.4.6 Explicit vs. implicit scheme

Unlike the schemes for the wave equation, it is not possible to derive a closed form expression that describes the behaviour of schemes (3.108) and (3.125). This is because they cannot be written in a spatially homogenous way for a changing bore profile. Instead, the simulations must be run for a significant period of time to offer a suitable resolution or a state space solution can be found in the frequency domain.

To calculate an input impedance, a volume velocity is imposed at the input. This leads to system matrices that include a Neumann boundary condition at \( l = 0 \). The volume velocity injected into the acoustic tube is

\[
U_{n+1/2}^n = \mu_{z-} \left( \frac{S_1}{2} v_{1/2}^{n+1/2} \right) \quad (3.137)
\]

We can then rewrite the spatial difference operator in terms of the averaging operator

\[
\delta_{z-} = \frac{2}{h} (1 - \mu_{z-}) \implies \delta_{z-} \left( \frac{S_1}{2} v_{1/2}^{n+1/2} \right) = \frac{2}{h} \left( \frac{S_1}{2} v_{1/2}^{n+1/2} - U_{n+1/2} \right) \quad (3.138)
\]

which adds a driving term to the update scheme. For the explicit scheme, this become

\[
P_{n+1} = P^n + Dv_{n+1/2} + U_{n+1/2} \quad (3.139)
\]

where \( U_{n+1/2} = [2 \rho_0 c_0 \lambda U_{n+1/2} / \bar{S}_0, 0, ..., 0]^T \) is the input volume velocity which is the same size as the pressure vector. A similar approach can be taken for the implicit scheme, where the volume velocity is now centred at integer time steps

\[
U^n = \mu_{z-} \left( \frac{S_1}{2} v_{1/2}^n \right) \quad (3.140)
\]

The update for the implicit scheme is now

\[
\begin{bmatrix}
P_{n+1}^o \\
v_{n+1}^o
\end{bmatrix} = A^{-1} B \begin{bmatrix}
P^n \\
v^n
\end{bmatrix} + U_{n+1/2} \quad (3.141)
\]

where the volume velocity vector is now \( U_{n+1/2} = A^{-1} [2 \rho_0 c_0 \lambda U^n / \bar{S}_0, 0, ..., 0]^T \).

Fig. [3.15] shows the impedances for an exponential horn with a Dirichlet boundary condition at \( l = N \), calculated using the explicit and implicit horn equation schemes. These are compared to the exact solution for the horn’s input impedance. The simulations were performed at 20 kHz and were run for a duration of 10 s. A value of \( \lambda = 0.9838 \) was used for both the explicit and implicit simulations. The volume velocities \( U_{n+1/2} \) and \( \mu_{z+} U^n \) were initialised with a value of unity at \( n = 0 \) and zero for all other \( n \). The output of the simulations was the pressure at \( l = 0 \) and these values were temporally averaged with their
previous value to centre the results with the volume velocity\textsuperscript{6}. The Discrete Fourier Transform of the output was then taken to give the input impedance\textsuperscript{7}. For lossless systems, simulations of the input impedance do not exactly match those of the exact case as we would require extremely long simulation times. We can, however, make comparisons with the position of the maxima of the impedances. The peaks calculated with the explicit scheme show good agreement with the exact case up to 2000 Hz. The implicit scheme begins to display some frequency warping at the second peak. The performance of the implicit scheme could be improved by using a finer grid resolution, which is not possible for the explicit scheme for a fixed sample rate, but this would increase computation time. As stated in the Sec. 3.3.13 for the wave equation, the implicit scheme already takes a longer time to run relative to the explicit scheme (for the same grid spacing); to get the same accuracy as that provided by the explicit scheme would require significantly more computation time.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{input_impedance.png}
\caption{Input impedances for an exponential horn of length $L = 0.3$ m, flaring parameter $\alpha = 5 \text{ m}^{-1}$, and opening radius $r_0 = 0.005$ m calculated using the exact expression (black), and explicit finite-difference scheme (blue), and an implicit finite-difference scheme (green). Sample rate is 20 kHz and simulations were run for 10 s.}
\end{figure}

### 3.4.7 A note in defence of the bilinear transform

So far it would seem that the bilinear transform is not an appropriate tool for any application in physical modelling, due to its severe frequency warping effects and increased computational load due to implicit solving of equations. However, suitable applications can be found in the next section where its stability preserving property can be taken advantage of. It is even possible to counteract the frequency warping effects when designing numerical filters.

When blindly applied the problems of the bilinear transform outweigh its benefit, but with subtle use its strengths can truly be realised. In the remainder of this work, the explicit scheme will be applied to the lossless part of the problem, the implicit scheme has only been shown to highlight the issues with a blanket application of the bilinear transform \cite{90}.

\begin{itemize}
\item \textsuperscript{6}We can treat the injected volume velocity of the implicit scheme, $\mu U^n$ as its own individual time series $U^{n+1/2}$ for simplicity. This means, however, that the pressure must be averaged.
\item \textsuperscript{7}The DFT of the volume velocity, in this case, has a magnitude of unity and a phase of zero, hence the DFT of the output gives the input impedance.
\end{itemize}
3.5 Scheme design: the horn equation with losses

We now consider schemes that model the viscous and thermal effects in acoustic tubes using the approximations presented in the previous chapter. These new schemes will be slight modifications to the explicit scheme used to model the horn equation, with the bilinear transform used to preserve passivity of the models. Unless otherwise stated, the temporal and spatial indices of the pressure variable, \( p \), are \( n \) and \( l \), and the indices for the velocity variable, \( v \), are \( n + 1/2 \) and \( l + 1/2 \). The spatial indices for the surface areas \( \bar{S} \) and \( S \) are assumed to be \( l \) and \( l + 1/2 \) respectively.

3.5.1 Model with fractional derivatives

In this section, we consider the Bilbao and Chick model \([24]\) given by \((2.94)\). Immediately it is obvious that something is missing from our current library of FDTD operators—an operator must be created that approximates fractional temporal derivatives.

**Approximation to fractional derivatives**

Approximations to fractional derivatives have seen much work in the field of control theory. Vinagre et al. \([171]\) present a collection of approximations that can be used in both the continuous and discrete time domains. The approximations are generated in the frequency domain and then transformed to the time domain to become either differential equations (in the continuous case) or difference equations (in the discrete case). These approximations include rational functions derived from polynomial series expansions (PSE), continued fractions expansions (CFE), or numerical fitting procedures. One can interpret these approximations as Finite Impulse Response (FIR) or Infinite Impulse Response (IIR) filters, where a PSE will usually generate an FIR filter and a CFE an IIR filter.

For discrete approximations, a generating function, \( \tilde{\Omega} \), is chosen to map the continuous frequencies, \( \omega \), to the discrete frequencies, \( \tilde{\omega} \) so that

\[
 j\omega \rightarrow \tilde{\Omega} \left( e^{-j\tilde{\omega}k} \right) \tag{3.142}
\]

Expansion methods are then used to arrive at a discrete approximation. We are already familiar with one such generating function: the bilinear transform

\[
 \tilde{\Omega}_{bt} = \frac{2}{k} \frac{1 - e^{-j\tilde{\omega}k}}{1 + e^{-j\tilde{\omega}k}} \tag{3.143}
\]

Another mapping we have encountered, although not explicitly as a mapping, corresponds to the backwards temporal difference operator

\[
 \tilde{\Omega}_{bt} = \frac{1}{k} \left( 1 - e^{-j\tilde{\omega}k} \right) \tag{3.144}
\]

Vinagre et al. constructed a fractional derivative operator using a CFE on the bilinear transform and CFE and PSE on the backwards time difference operator. Using the PSE on the backwards time difference operator produces the Gr"{u}wald-Leitnikov operator, an instance of an FIR filter. Step responses showed that the approximation using the CFE on the bilinear transform best matched the exact response for the discrete case.
Chen and Moore [41] also used the bilinear transform as a generating function but used the Muir-recursion to generate the rational function. They also presented another approximation from the Al-Alaoui operator [3], a weighted mix of backwards time difference operator and bilinear transform, using a CFE.

\[
\tilde{\Omega}_{AA} = \frac{8}{ik} \frac{1 - e^{-j\tilde{\omega}k}}{1 + e^{-j\tilde{\omega}k}}
\]  

(3.145)

The Al-Alaoui operator was a better fit but this study used a low sample rate relative to that used in musical acoustics. A later review by Chen et al. [42] used the CFE on the bilinear transform along with other mixed generating functions.

These methods have been applied in time-domain brass instrument modelling: fitting procedures were used by Bilbao [22, 23] to construct FIR filters, the Grünwald-Leitnikov operator was used by Kemp et al. [97], and the CFE of the bilinear transform was used by Bilbao and Chick [24]. For these works, FIR type approximations required more terms than IIR type for a given accuracy, although, in general, FIR types have preferable stability properties.

Haddar et al. [72] provide an alternative to direct expansions of fractional order derivatives by replacing them with a diffusive system of differential equations. A quadrature rule must be applied to find appropriate weights for the states of the system, either from expansions or numerical fitting procedures. This method has been applied in works on acoustic tubes by, for example, Lombard et al. [107], Lombard and Mercier [106] and Berjamin et al. [17].

In this work we follow that of Bilbao and Chick [24] to arrive at a fractional order differentiator by using a CFE on the bilinear transform. In the frequency domain we have

\[
(j\omega)^{1/2} \approx (\Omega_{bt})^{1/2} = \sqrt{\frac{2}{k}} \left( \frac{1 - e^{-j\tilde{\omega}k}}{1 + e^{-j\tilde{\omega}k}} \right)
\]

(3.146)

Setting aside the factor \(\sqrt{2/k}\) for the moment, a general power series form of the expansion is

\[
\sqrt{\left( \frac{1 - e^{-j\tilde{\omega}k}}{1 + e^{-j\tilde{\omega}k}} \right)} \approx \frac{f^{(0)}}{g^{(0)}}
\]

(3.147)

where \(f^{(0)}(e^{-j\tilde{\omega}k})\) and \(g^{(0)}(e^{-j\tilde{\omega}k})\) are infinite power series of \(e^{-j\tilde{\omega}k}\). We denote the \(r\)th term of these functions using subscripts \(f_r^{(0)}\) and \(g_r^{(0)}\). The CFE is then constructed by using Viscovatov’s algorithm [49]. This algorithm proceeds as follows:

\[
\sqrt{\left( \frac{1 - e^{-j\tilde{\omega}k}}{1 + e^{-j\tilde{\omega}k}} \right)} \approx \frac{f^{(0)}}{g^{(0)}} + \frac{f_0^{(0)} - f_0^{(0)}}{g_0^{(0)}} - \frac{f_0^{(0)} - f_0^{(0)}}{g_0^{(0)}}\ldots
\]

Expression

\[
= f_0^{(0)} + \frac{f_0^{(0)} - f_0^{(0)}}{g_0^{(0)}} - \frac{f_0^{(0)} - f_0^{(0)}}{g_0^{(0)}}\ldots
\]

The constant term in the numerator of the second term cancels out meaning that the
expression can be written
\[
\sqrt{\frac{1 - e^{-j\omega k}}{1 + e^{-j\omega k}}} \approx \frac{f_0(0)}{g_0(0)} + \frac{e^{-j\omega k}g(1)}{g(0)}
\]
\[
= \xi(0) + \frac{e^{-j\omega k}}{f(1)}
\]

where \(\xi(0) = \frac{f_0(0)}{g_0(0)}\), \(f(1) = g(0)\) and \(g(1) = \frac{f_0(0)g(0) - f_0(0)g_0(0)}{e^{-j\omega k}}\). This process can then be repeated on the lowest fraction term. For the \(i\)th iteration, the new functions are given as
\[
\xi(i) = \frac{f(i)}{g(i)}, \quad f(i) = g(i-1), \quad g(i) = \frac{f(i-1)}{e^{-j\omega k}}
\]

A CFE for the original expression is then of the form
\[
\sqrt{\frac{1 - e^{-j\omega k}}{1 + e^{-j\omega k}}} \approx \xi(0) + \frac{e^{-j\omega k}}{\xi(1)} + \cdot
\]

At this point, the expansion is still infinite and therefore must be truncated for it to be used in a numerical scheme. Truncating after \(2M\) terms, where \(M\) is the final order of the filter, gives
\[
\sqrt{\frac{1 - e^{-j\omega k}}{1 + e^{-j\omega k}}} \approx \xi(0) + \frac{e^{-j\omega k}}{\xi(1)} + \cdot + \frac{e^{-j\omega k}}{\xi(2M-1)}
\]
\[
\approx \xi(0) + \frac{e^{-j\omega k}}{\xi(1)} + \cdot + \frac{e^{-j\omega k}}{\xi(2M-1)} \xi(2M) + e^{-j\omega k}
\]

The lowest level of the truncated CFE can be rewritten as
\[
\frac{b_0^{(1)}}{a_0^{(1)}} + \frac{b_1^{(1)} e^{-j\omega k}}{a_0^{(1)}}
\]

where
\[
b_0^{(1)} = \xi(2M-1)\xi(2M), \quad b_1^{(1)} = 1, \quad a_0^{(1)} = \xi(2M)
\]

We can then rewrite the entire CFE as a series expansion using the coefficients \(b_r^{(i)}\) and \(a_r^{(i)}\).

For each iteration, the lowest level can be rewritten in a similar form to (3.153) using
\[
b_0^{(i)} = \xi(2M-1)b_0^{(i-1)}, \quad b_r^{(i)} = a_{r-1}^{(i-1)} + \xi(2M-1)b_r^{(i-1)}, \quad r = 1, ..., i
\]
\[
a_r^{(i)} = b_r^{(i-1)}, \quad r = 0, ..., i
\]
This leads to a discrete frequency domain approximation to the square root of the imaginary part of the Laplace variable

\[(j\omega)^{1/2} \approx \sqrt{\frac{2}{k} \sum_{r=0}^{M} b_r (e^{-j\tilde{\omega}k})^{-r}} \approx \sqrt{2} k \sum_{r=0}^{M} a_r (e^{-j\tilde{\omega}k})^{-r}\]  

(3.155)

where \(b_r\) and \(a_r\) are given by the final iteration of the CFE inversion and they have been normalised so that \(a_0 = 1\). This leads to a discrete operator that approximates the fractional derivative

\[\delta_{1/2} \approx \sqrt{\frac{2}{k} \left( \sum_{r=0}^{M} a_r w_{1-r}^{-r} \right)^{-1} \left( \sum_{r=0}^{M} b_r w_{1-r}^{-r} \right)} \]  

(3.156)

To summarise, the procedure that arrives at an \(M^{th}\) order IIR filter that models fractional derivatives is as follows:

1. Construct two infinite power series expansions to the numerator and denominator of the bilinear transform, neglecting the factor \(\sqrt{2/k}\).
2. Use (3.148) to find the coefficients, \(\xi\), of the CFE up to the \(2M^{th}\) term.
3. Rearrange the truncated CFE to create a rational expansion using (3.153) and (3.154) to acquire coefficients \(a_r\) and \(b_r\).
4. Normalise these coefficients so that \(a_0 = 1\).

Fig. 3.16 shows the real and imaginary parts of \((j\omega)^{1/2}\), and the approximations constructed from this algorithm for different filter orders. In this case, the power series expansions are arrived at through Taylor’s method. For a sample rate of 50 kHz, a filter order of \(M = 20\) is suitable for the frequency range of 20 Hz to 10 kHz. This increases the number of points that need to be stored per update—over the interior of the domain, the lossless scheme requires only the previous values to be stored for both the pressure and velocity updates. A scheme using the fractional derivative would therefore require 40 points per pressure and velocity update when \(M = 20\).

The accuracy at lower frequencies would improve if we were to use a higher order filter. However, as the order \(M\) of the approximation grows, effects of numerical precision begin to
amount. Fig. 3.17 shows two pole-zero plots. For \( M = 20 \), all the poles lie within the unit circle. For \( M = 33 \), we see that a spurious pole has appeared outside of the unit circle, meaning that exponential growth will occur if such a design is used in a simulation routine.

![Figure 3.17: Pole-zero plots for fractional derivative filter at 50 kHz. Left: Filter order of 20. Right: Filter order of 33. Poles are marked as red crosses and zeros as blue circles. Dashed vertical and horizontal lines show where the real and imaginary axes lie. Dashed circle is the unit circle.](image)

When the same algorithm is performed with single precision, poles outside of the unit circle are produced at \( M = 16 \), suggesting that rounding error during the construction of the CFE is the cause of the spurious poles.

Fig. 3.18 shows the frequency response of the CFE applied to the Al-Alaoui operator at 50 kHz. Although the \( M = 20 \) order filter is better at low frequencies than the one constructed using the bilinear transform, in general the Al-Alaoui operator is worse at higher frequencies. This contradicts what Chen et al. [41, 42] said about this operator but they were interested in a lower frequency range than here. We will therefore use the filter constructed using the bilinear transform for the approximation to the fractional derivative.

![Figure 3.18: Left: Real part of \((j\omega)^{1/2}\). Right: Imaginary part of \((j\omega)^{1/2}\). Black line shows the exact value. Blue, red and orange lines show approximations to the fractional derivative using the IIR filter of order 4 (blue), 8 (red), 16 (orange), and 20 (purple) constructed from the CFE of the bilinear transform at 50 kHz.](image)
Scheme with fractional derivative

A suitable scheme that uses the approximation to the fractional derivative in Eq. (2.94) is

\[
\frac{S}{\rho_0 c_0^2} \delta_{t+1} p + \delta_{z} (S v) + q \delta_{t+1/2} \mu_{t+1} p = 0
\]

(3.157a)

\[
\rho_0 \delta_{t+1} v + \delta_{z} v + f \mu_{t+1} v + g \delta_{t+1/2} \mu_{t-1} v = 0
\]

(3.157b)

where

\[
f_{t+1/2} = 3 \frac{\eta \pi}{S_{t+1/2}}, \quad g_{t+1/2} = 2 \sqrt{\frac{\rho_0 \eta \pi}{S_{t+1/2}}}, \quad q_i = \frac{2(\gamma - 1)}{v c_0^2} \sqrt{\frac{\eta \pi S_i}{\rho_0}}
\]

(3.158)

In constructing this scheme, we hope to preserve some of the properties of the explicit lossless model, namely the good dispersion characteristics, whilst preserving the passivity of the system by applying the bilinear transform to the lossy part of the model. However, passivity via energy analysis has not been shown for this scheme.

Multiplying \((3.157)\) by \(\sum_{r=0}^{M} a_r w_r^l\) and rearranging gives the following update

\[
p_{l+1}^n = \sum_{r=0}^{M} Q_{pp}^{(r)} w_r^l p_t^n - Q_{pv}^{(r)} w_r^l \delta_{z} - \left( S_{t+1/2} Q_{pp}^{(r)} w_{r+1/2}^l + S_{t+1/2} d_{t+1/2}^l \right), \quad l = 0, ..., N
\]

(3.159a)

\[
\varepsilon_{l+1/2}^n = \sum_{r=0}^{M} Q_{vv}^{(r)} w_r^l - \varepsilon_{l+1/2}^n - Q_{vp}^{(r)} w_r^l \left( \delta_{z+1/2} - \right), \quad l = 0, ..., N - 1
\]

(3.159b)

where, for \(r = 0, ..., M\),

\[
Q_{pp}^{(r)} = \frac{2S_l (a_r - a_{r+1}) - \rho_0 c_0^2 b_r (b_r + b_{r+1})}{2S_l a_0 + \rho_0 c_0^2 b_0}
\]

(3.160a)

\[
Q_{pv}^{(r)} = \frac{2 \rho_0 c_0^2 k a_r}{2S_l a_0 + \rho_0 c_0^2 b_0}
\]

(3.160b)

\[
Q_{vv}^{(r)} = \frac{2 \rho_0 (a_r - a_{r+1}) - k \left(f_{t+1/2} (a_r + a_{r+1}) + g_{t+1/2} (b_r + b_{r+1})\right)}{(2 \rho_0 + k f_{t+1/2}) a_0 + k g_{t+1/2} b_0}
\]

(3.160c)

\[
Q_{vp}^{(r)} = \frac{2 k a_r}{(2 \rho_0 + k f_{t+1/2}) a_0 + k g_{t+1/2} b_0}
\]

(3.160d)

The values of \(a_{M+1}\) and \(b_{M+1}\) are set to zero. Simulation results produced using scheme \((3.160)\) are presented later in Sec. 3.5.4

Increase in computational load

Introducing the approximation to the fractional derivative to the scheme increases the number of time instances which must be stored: whilst the lossless, explicit horn equation, \((3.108)\), required only the previous values for the pressure and particle velocity, the scheme with the fractional derivative approximation now requires the previous \(M\) values to be stored. Ideally, we would choose a value of \(M = 20\), increasing the number of previous values tenfold. This in turn increases the amount of calculations required at each spatial sample: the lossless scheme only required three multiplications to update the pressure and velocity; the lossy scheme now requires \(3 \times 20 = 60\) multiplications for each sample.
3.5.2 Complete models for Zwikker and Kosten: Foster structure

A discrete form of the Foster network representation, \((2.108) - (2.110)\), is given by

\[
\frac{\delta_s}{\rho_0 t_0^2} \delta_t + p + \delta_z - (Sv) + \Delta m = 0
\]

\[
\rho_0 \delta_t - v + \delta_z + p + \Delta = 0
\]

\[
p = p_0 + \tilde{p}, \quad m = \sum_{q=0}^{M} m_q, \quad \tilde{p} = \tilde{p}_q + \tilde{p}'_q, \quad q = 1, \ldots, M
\]

\[
m = C_0 \delta_t + p_0, \quad m_0 = G_0 \delta_t + \tilde{p}, \quad m_q = G_q \delta_t + \tilde{p}_q = C_0 \delta_t + \tilde{p}_q', \quad q = 1, \ldots, M
\]

\[
\Delta = \sum_{q=0}^{M} \Delta_q, \quad v = v_q + v'_q, \quad q = 1, \ldots, M
\]

Again this scheme uses the explicit form for the propagation part and the bilinear transform for the losses. The updates for pressure equations are given by

\[
p_l^{n+1} = \alpha_l^{(p)} p_l^n + \beta_l^{(p)} \left( S_{l+1/2}^{k+1/2} - S_{l-1/2}^{k-1/2} \right) + \alpha_{0,l}^{(p)} p_0,l + M \sum_{q=1}^{M} \alpha_{q,l}^{(p)} \tilde{p}_q,l
\]

\[
\tilde{p}_q,l^{n+1} = \epsilon_l^{(p)} p_0,l + \nu_l^{(p)} p_l^{n+1} + \nu_l^{(p)} p_l^n + \sum_{q=1}^{M} \nu_{q,l}^{(p)} \tilde{p}_q,l, \quad l \in d
\]

\[
\tilde{p}_q,l^{n+1} = \tau_l^{(p)} p_0,l + \xi_l^{(p)} p_l^{n+1} + \xi_l^{(p)} p_l^n - \tilde{p}_0,l + \tilde{p}_0,l
\]

where

\[
\alpha_l^{(p)} = \frac{1 - E_l \tilde{G}_l}{1 + E_l \tilde{G}_l}, \quad \beta_l^{(p)} = -\frac{\rho_0 c_h^2 k}{S_l h (1 + E_l \tilde{G}_l)}, \quad \alpha_{0,l}^{(p)} = \frac{2E_l \tilde{G}_l}{1 + E_l \tilde{G}_l}, \quad \alpha_{q,l}^{(p)} = \frac{2E_l \tilde{G}_{q,l}}{1 + E_l \tilde{G}_l}
\]

\[
\epsilon_l^{(p)} = \frac{2C_l - G_l k}{2C_l + G_l k}, \quad \nu_l^{(p)} = \frac{G_l k}{2C_l + G_l k}, \quad \nu_{q,l}^{(p)} = -\frac{2G_{q,l} k}{2C_{q,l} + G_{q,l} k}
\]

\[
\tau_l^{(p)} = \frac{2C_l - G_l k}{2C_l + G_l k}, \quad \xi_l^{(p)} = \frac{G_l k}{2C_l + G_l k}
\]

\[
G_{q,l} = \frac{2C_{q,l} G_{q,l}}{2C_{q,l} + k G_{q,l}}, \quad \tilde{G}_l = G_{0,l} + \sum_{q=1}^{M} G_{q,l}, \quad E_l = \frac{\rho_0 c_h^2 k \tilde{C}_l}{2C_l + G_l k}
\]

The velocity update is

\[
v_{l+1/2}^{n+1} = \alpha_{l+1/2}^{(v)} v_{l+1/2}^{n+1} + \beta_{l+1/2}^{(v)} \left( v_{l+1}^{n} - v_{l}^{n} \right) + \sum_{q=1}^{M} \alpha_{q,l+1/2}^{(v)} v_{q,l+1/2}^{n-1/2}, \quad l \in d
\]

\[
v_{q,l+1/2}^{n+1} = \tau_{q,l+1/2}^{(v)} v_{q,l+1/2}^{n+1} + \xi_{q,l+1/2}^{(v)} \left( v_{l+1/2}^{n+1} - v_{l+1/2}^{n} \right), \quad l \in d
\]
where

\[
\begin{align*}
\alpha_l^{(v)}(v)_{l+1/2} &= \frac{2\rho_0 - kR_{l+1/2}}{2\rho_0 + kR_{l+1/2}}, \\
\beta_l^{(v)}(v)_{l+1/2} &= -\frac{2k/h}{2\rho_0 + kR_{l+1/2}}, \\
\alpha_{q,l}^{(v)}(v)_{q,l+1/2} &= \frac{2kR_{q,l+1/2}}{2\rho_0 + kR_{q,l+1/2}} \frac{kR_{q,l+1/2}}{2L_{q,l+1/2} + kR_{q,l+1/2}} \\
\beta_{q,l}^{(v)}(v)_{q,l+1/2} &= -\frac{2k/h}{2\rho_0 + kR_{q,l+1/2}} \frac{kR_{q,l+1/2}}{2L_{q,l+1/2} + kR_{q,l+1/2}} \frac{kR_{q,l+1/2}}{2\rho_0 + kR_{q,l+1/2}} \frac{kR_{q,l+1/2}}{2L_{q,l+1/2} + kR_{q,l+1/2}} \frac{kR_{q,l+1/2}}{2\rho_0 + kR_{q,l+1/2}} \\
\end{align*}
\]

Discrete energy analysis

Energy analysis of system (3.161)-(3.163) is as follows. Taking the weighted inner product of (3.161) with \(\mu_{t+p}\) over \(d\) and using summation by parts gives

\[
\delta_{t+\hat{h}c} + \hat{b}_{hc} + \langle Sv, \mu_t + \Delta \rangle_d + \langle \mu_{t+p}, \hat{S}m \rangle_d = 0 \quad (3.168)
\]

It is not clear whether at this point the system is stable, further work must be done to show this.

\[
\langle Sv, \mu_{t+p} \Delta \rangle_d = \sum_{q=0}^{M} \langle Sv, \mu_{t+p} \Delta_q \rangle_d \quad (3.169)
\]

where

\[
\begin{align*}
\hat{h}_v &= \frac{1}{2} \sum_{q=1}^{M} \langle v', SL_{q}w_{t-v} \rangle_d \\
q_v &= \langle v, SR_0\mu_{t+p} \mu_t - v \rangle_d + \sum_{q=1}^{M} \langle v_q, SR_{q}\mu_{t+p} \mu_t - v_q \rangle_d \\
\end{align*}
\]
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\[ \langle \mu t + p, Sm \rangle_d = \langle \mu t + (p_0 + \tilde{p}), \tilde{Sm} \rangle_d \]

\[ \langle \mu t + p_0, \tilde{Sm} \rangle_d + \sum_{q=0}^{M} \langle \mu t + \tilde{p}, \tilde{Sm}_q \rangle_d \]

\[ \langle \mu t + p_0, \tilde{Sm} \rangle_d + \langle \mu t + \tilde{p}, \tilde{Sm}_0 \rangle_d + \sum_{q=1}^{M} \langle \mu t + \tilde{p}_q + \tilde{p}_q', \tilde{Sm}_q \rangle_d \]

\[ \langle \mu t + p_0, \tilde{C} \delta t + p_0 \rangle_d + \langle \mu t + \tilde{p}, \tilde{S} G_0 \mu t + \tilde{p} \rangle_d \]

\[ \sum_{q=1}^{M} \langle \mu t + \tilde{p}_q, S G_q \mu t + \tilde{p}_q \rangle_d + \langle \mu t + \tilde{p}_q', S C_q \delta t + \tilde{p}_q' \rangle_d \]

\[ \delta_t + h_t + q_t \quad (3.171) \]

where

\[ h_t = \frac{1}{2} \left( \| \sqrt{S C} p_0 \|^2 \right) + \frac{1}{2} \sum_{q=1}^{M} \left( \| \sqrt{S C} p_q \|^2 \right) \geq 0 \quad (3.172a) \]

\[ q_t = \left( \| \sqrt{S G} \mu t + \tilde{p} \|^2 \right) + \sum_{q=1}^{M} \left( \| \sqrt{S G} q \mu t + \tilde{p}_q \|^2 \right) \geq 0 \quad (3.172b) \]

So that the total energy balance of the system is

\[ \delta_t + (h_{hc} + h_v + h_t) + h_{hc} + q_v + q_t = 0 \quad (3.173) \]

In this form, it is not clear that the energy of the system is non-negative and we cannot yet say that the solutions are bounded. To prove this, the energy balance must be modified to prove stability.

**Modified energy balance**

We can rewrite \( q_v \) using (3.26b) to give

\[ q_v = \mu t - \left( \| \sqrt{S R_0} \mu t + v \|^2 + \sum_{q=1}^{M} \| \sqrt{S R_q} \mu t + v_q \|^2 \right) - \frac{k^2}{8} \delta_t \left( \| \sqrt{S R_0} v \|^2 + \sum_{q=1}^{M} \| \sqrt{S R_q} v_q \|^2 \right) \]

\[ = \delta_t + h_{mod} + q_{mod} \quad (3.174) \]

where

\[ h_{mod} = -\frac{k^2}{8} \delta_t - \left( \| \sqrt{S R_0} v \|^2 + \sum_{q=1}^{M} \| \sqrt{S R_q} v_q \|^2 \right) \quad (3.175a) \]

\[ q_{mod} = \mu t - \left( \| \sqrt{S R_0} \mu t + v \|^2 + \sum_{q=1}^{M} \| \sqrt{S R_q} \mu t + v_q \|^2 \right) \geq 0 \quad (3.175b) \]

The change in energy of the system is now given by

\[ \delta_t + (h_{hc} + h_v + h_{mod} + h_t) + q_{mod} + q_t = 0 \quad (3.176) \]
Rewriting \( h_{he} \) using (3.26f) gives

\[
h_{he} = \frac{1}{2\rho_0 c_0^2} \left( \| \sqrt{S} p \|_d \right)^2 + \frac{\rho_0}{2} \| \sqrt{S} v \|_d^2 - \frac{\rho_0 k^2}{8} \| \sqrt{S} \delta_{z-v} \|_d
\]  

(3.177)

Substituting (3.161b) gives

\[
h_{he} = \frac{1}{2\rho_0 c_0^2} \left( \| \sqrt{S} p \|_d \right)^2 + \frac{\rho_0}{2} \| \sqrt{S} v \|_d^2 - \frac{k^2}{8\rho_0} \| \sqrt{S} \delta_{z+p} \|_d^2 - \frac{k^2}{8\rho_0} \| \sqrt{S} \Delta \|_d^2 - \frac{k^2}{4\rho_0} \langle S_{\delta+p}, \Delta \rangle_d
\]  

(3.178)

Similarly, \( h_v \) can be rewritten using (3.26f)

\[
h_v = \frac{1}{2} \sum_{q=1}^M \| \sqrt{S} L_q \mu t - v' \|_d^2 - \frac{k^2}{4} \| \sqrt{S} \delta_{t-v} \|_d^2
\]  

(3.179)

Using (3.26g) on the expression for \( h_{\text{mod}} \) gives

\[
h_{\text{mod}} = -\frac{k^2}{4} \left( \langle S R_0 \mu t - v, \delta_{t-v} \rangle_d + \sum_{q=1}^M \langle S R_q \mu t - v, \delta_{t-v} \rangle_d \right)
\]  

(3.180)

Using (3.163) and (3.161b) gives

\[
h_{\text{mod}} = -\frac{k^2}{4} \left( -\frac{1}{\rho_0} \langle S \Delta_0, \delta_{z+p} + \Delta \rangle_d + \sum_{q=1}^M \langle S \Delta_q, \delta_{t-v} - \delta_{t-v} \rangle_d \right)
\]  

\[
= \frac{k^2}{4} \left( \frac{1}{\rho_0} \langle S \Delta, \delta_{z+p} + \Delta \rangle_d + \sum_{q=1}^M \| \sqrt{S} L_q \delta_{t-v} \|_d^2 \right)
\]  

(3.181)

Combining the new expressions for \( h_{\text{we}}, h_v \) and \( h_{\text{mod}} \) gives

\[
h_{\text{we}} + h_v + h_{\text{mod}} = \frac{1}{2\rho_0 c_0^2} \left( \| \sqrt{S} p \|_d \right)^2 + \frac{\rho_0}{2} \| \sqrt{S} v \|_d^2 - \frac{k^2}{8\rho_0} \| \sqrt{S} \delta_{z+p} \|_d^2
\]

\[
+ \frac{k^2}{8\rho_0} \| \sqrt{S} \Delta \|_d^2 + \frac{1}{2} \sum_{q=1}^M \| \sqrt{S} L_q \mu t - v' \|_d^2
\]  

(3.182)

The same reasoning can be applied as for the lossless horn equation to show that

\[
h_{\text{we}} + h_v + h_{\text{mod}} \geq 0, \quad \text{when} \quad \lambda \leq 1, \quad \bar{S}_l = \mu z - \bar{S}_{l+1/2}
\]  

(3.183)

which is the same condition as for the lossless horn equation. Summarising, this means that

\[
h_{\text{we}} + h_v + h_{\text{mod}} + h_t \geq 0 \quad \text{when} \quad \lambda \leq 1, \quad \bar{S}_l = \mu z - \bar{S}_{l+1/2}
\]  

(3.184a)

\[
a_{\text{mod}} + a_t \geq 0
\]  

(3.184b)

The solutions are therefore bounded.
3.5.3 Frequency warping in Foster structure

We can show that the chosen discretisation of the Foster network is the same as applying the bilinear transform to the lossy part of the impedance. As such, it is a hybrid discretisation rule: the wave-like behaviour of the system is approximated using a low-dispersion explicit method, and losses using the bilinear transform, thus maintaining an explicit algorithm and avoiding the dispersive effects of a globally applied trapezoid rule.

Recall that the total impedance of the system, \( Z \), can be split into lossless, \( Z_0 \), and lossy, \( Z_v \), parts

\[
Z = Z_0 + Z_v \quad (3.185)
\]

For the scheme using the Foster network, the lossless part is given in the discrete frequency domain by

\[
Z_0 = \rho_0 \left( 1 - e^{-j\tilde{\omega}k} \right)/k \quad (3.186)
\]

Transforming to the discrete frequency domain, and noting that the velocity variable is indexed at \( n + 1/2 \), gives

\[
Z_0(\tilde{\omega}) = \frac{2j}{k} \sin \left( \frac{\tilde{\omega}k}{2} \right) \quad (3.187)
\]

In this case the frequency mapping of the lossless part of propagation is given by \( \omega \to \frac{\tilde{\omega}k}{2} \sin \left( \frac{\tilde{\omega}k}{2} \right) \).

The \( q^{th} \) branch of the lossy part is given in the continuous frequency domain by

\[
Z_{vq}^{M}(\omega) = \frac{R_q L_q \omega}{R_q + L_q \omega} \quad (3.188)
\]

Using the bilinear transform so that \( \omega \to \frac{\tilde{\omega}k}{2} \tan \left( \frac{\tilde{\omega}k}{2} \right) \) produces

\[
Z_{vq}^{M}(\tilde{\omega}) = \frac{R_q L_q \frac{2j}{k} \tan \left( \frac{\tilde{\omega}k}{2} \right)}{R_q + L_q \frac{2j}{k} \tan \left( \frac{\tilde{\omega}k}{2} \right)} \quad (3.189)
\]

for the discrete lossy impedance.

Returning to the time domain network and transforming (3.163a) and (3.163b) of the velocity update scheme to the discrete frequency domain gives

\[
\tilde{v} = \tilde{v}_q + \tilde{v}'_q, \quad \tilde{\Delta}_q = \cos \left( \frac{\tilde{\omega}k}{2} \right) R_q \tilde{v}_q = \frac{2j}{k} \sin \left( \frac{\tilde{\omega}k}{2} \right) L_q \tilde{v}'_q \quad (3.190)
\]

where \( \tilde{v}, \tilde{v}_q, \tilde{v}'_q, \) and \( \tilde{\Delta}_q \) are the discrete Fourier transforms of the particle velocity and \( q^{th} \) branch currents and voltages of the Foster network. The factor \( e^{j\tilde{\omega}k}/2 \), resulting in the cos and sin terms, occurs because the time series \( \Delta^a \) is aligned with the integer labelled time series but the currents are aligned at the half integer time series. Combining these equations gives

\[
\tilde{v} = \left( \frac{1}{\cos \left( \frac{\tilde{\omega}k}{2} \right) R_q} + \frac{k}{2j \sin \left( \frac{\tilde{\omega}k}{2} \right) L_q} \right) \tilde{\Delta}_q = \left( \frac{2j \sin \left( \frac{\tilde{\omega}k}{2} \right) L_q + k \cos \left( \frac{\tilde{\omega}k}{2} \right) R_q}{2j \cos \left( \frac{\tilde{\omega}k}{2} \right) \sin \left( \frac{\tilde{\omega}k}{2} \right) L_q R_q} \right) \tilde{\Delta}_q
\]

\[
\Rightarrow \tilde{\Delta}_q = \frac{R_q L_q \frac{2j}{k} \tan \left( \frac{\tilde{\omega}k}{2} \right)}{R_q + L_q \frac{2j}{k} \tan \left( \frac{\tilde{\omega}k}{2} \right)} \tilde{v} = Z_{vq}^{M}(\tilde{\omega}) \tilde{v} \quad (3.191)
\]
From this we can see that the voltage, $\Delta q$, is given by the $q^{th}$ branch of the impedance $Z_M^v$ where the angular frequency has been mapped to the discrete frequency domain using the bilinear transform. However, the lossless part of the scheme uses a different frequency mapping that results in the explicit scheme. The same process can be shown for the pressure scheme.

The use of the bilinear transform in the discretisation of the Foster network results in frequency warping that reduces the accuracy of the optimised network at high frequencies. This effect is shown in Figs. 3.19 and 3.20 where the errors for the networks calculated in the previous chapter using $E_M$ are calculated using the warped frequency $\tilde{\omega}$ and compared to the exact.

Figure 3.19: Errors in impedance when calculated using the bilinear transform at a sample rate of 50 kHz (solid lines) and the exact frequency (dashed) for the Foster network optimised using $E_M$ over 0 Hz to 10 kHz. Left: Error in real part. Right: Error in imaginary part.

Figure 3.20: Errors in impedance when calculated using the bilinear transform at a sample rate of 50 kHz (solid lines) and the exact frequency (dashed) for the Foster network optimised using $E_M$ over 20 Hz to 3 kHz. Left: Error in real part. Right: Error in imaginary part. Grey box shows optimisation range.

For $M = 4$, there is little impact on the accuracy of the networks when the bilinear transform is applied. However, for $M = 8$ and $M = 16$, there is a clear reduction in accuracy at higher frequencies.

To rectify this, the frequencies can be ‘pre-warped’ [25] in the optimisation procedure by using

$$\tilde{\omega} = \frac{2}{k} \tan^{-1}\left(\frac{\omega k}{2}\right)$$

The network impedances are then given as functions of these pre-warped frequencies $Z_M^v(\tilde{\omega})$, 97
whilst the original impedance we are approximating is left as a function of the continuous frequency. The cost function to optimise over the magnitude function becomes

$$E'_M = \frac{1}{2} \sum_{r=0}^{R} \left( \frac{|Z_v(\omega_r) - Z_v^M(\tilde{\omega}_r')|}{|Z_v(\omega_r)|} \right)^2$$

(3.193)

Using the new cost function will maintain the accuracy when applied in the discrete domain as shown in Figs. 3.21 and 3.22. Here the error remains relatively flat over the optimisation range.

Figure 3.21: Errors in impedance calculated using the bilinear transform at 50 kHz for the Foster network optimised using $E'_M$ over 0 Hz to 10 kHz with pre-warped frequencies. Left: Error in real part. Right: Error in imaginary part.

Figure 3.22: Errors in impedance calculated using the bilinear transform at 50 kHz for the Foster network optimised using $E'_M$ over 20 Hz to 3 kHz with pre-warped frequencies. Left: Error in real part. Right: Error in imaginary part. Grey box shows optimisation range.

Increase in computational load

For each pressure update for the Foster structure there are:

- $4 + M$ multiplications to update the pressure $p_l$
- $3 + M$ multiplications to update the equivalent voltage $p_0$
- $M \times 5$ to update all of the equivalent voltages $\tilde{p}'_q$

To update the pressure therefore requires $7 + 7M$ multiplications. For $M = 16$, a total of 116 multiplications are required, more than twice the amount required for the scheme using the
approximation to the fractional derivative. However, for \( M = 4 \), we require 35 multiplications, which is less than half required for the scheme using the fractional derivative.

### 3.5.4 Comparison of loss models

Here we compare input impedances simulated using the FDTD schemes presented in this chapter that include viscous and thermal losses and compare with results using the TMM. Two cases are considered: a cylinder of length 1 m and radius 0.005 m, and an exponential horn of length 0.5 m with radii of 0.005 m and 0.05 m at the entrance and exit of the horn. The cylinder is representative of the cylindrical portion of a trumpet, the exponential horn is similar to the flaring portion of a trumpet. All FDTD simulations were performed at 50 kHz with a simulation duration of 10 s. Volume velocities were injected using (3.138) and the tubes were terminated with a Dirichlet boundary condition at the end so that \( p_N^n = 0 \) for all \( n \). The first 8 peak positions and corresponding magnitudes of the input impedance were calculated using a quadratic fitting procedure.

#### Cylinder results

Here we present input impedances calculated for a cylindrical acoustic tube. Fig. 3.23 shows the results using the loss model of Bilbao and Chick, scheme (3.160). The input impedance magnitudes and angle do not match the TMM computation at low frequencies; this is where the fractional derivative approximation varies greatly from the exact response. There is a better match at higher frequencies where peaks emerge. The peak positions have an error less than 3\% when \( M = 4 \) and between 10^{-4}\% and 10^{-2}\% when \( M = 20 \). The accuracy of the peak position tends to improve at higher frequencies. Peak magnitude error is high for low order filters but improves to be on the order of 1\% and below for high order filters.

Figs. 3.24-3.25 show impedances calculated using scheme (3.164) and (3.166) that simulate the Foster network using network values acquired from \( E'_M \) using the frequency ranges 0.1 Hz to 10 kHz and 20 Hz to 3 kHz respectively. The impedance calculated using values from the wider frequency range fits the TMM computation well over the full frequency range presented; since filters were fit at 0.1 Hz there isn’t the deviation at low frequencies seen in Fig. 3.23. Peak position errors are all less than 0.1\% for all structures except for the first peak when \( M = 4 \), which has an error less than 1\%. Peak position error is less than 3\% for the \( M = 8 \) and \( M = 16 \) structures and less than 7\% for the \( M = 4 \) structure.

The input impedance calculated using the network values optimised over the reduced range differs from the TMM calculation at low frequencies for all filter structures and at high frequencies for \( M = 4 \). However, there is good agreement over the optimised frequency range, which is where the first 8 peaks lie. Peak position errors are less than 0.1\% and peak magnitude errors are less than 3\% for all filter structures.

Run times over the temporal loop for the simulations using different filters were:

- 21.77 s for Bilbao and chick model (\( M = 20 \))
- 27.65 s for the Foster structure (\( M = 16 \))
- 18.49 s for the Foster structure (\( M = 8 \))
- 14.03 s for the Foster structure (\( M = 4 \))
Figure 3.23: Input impedance calculated using the loss model of Bilbao and Chick for different filter orders. Top left: Input impedance magnitude. Bottom left: Input impedance phase. Top right: Absolute percentage error in input impedance peak position relative to TMM. Bottom right: Absolute percentage error in input impedance peak magnitude.

Figure 3.24: Input impedance calculated using the Foster network with coefficients acquired by optimising of $E_M'$ from 0 Hz to 10 kHz. Top left: Input impedance magnitude. Bottom left: Input impedance phase. Top right: Absolute percentage error in input impedance peak position relative to TMM. Bottom right: Absolute percentage error in input impedance peak magnitude.
Figure 3.25: Input impedance calculated using the Foster network with coefficients acquired by optimising of $E'_M$ from 20 Hz to 3 kHz. Top left: Input impedance magnitude. Bottom left: Input impedance phase. Top right: Absolute percentage error in input impedance peak position relative to TMM. Bottom right: Absolute percentage error in input impedance peak magnitude.

Exponential horn results

Here we present input impedances calculated for an exponential horn. Fig. 3.26 shows the input impedance calculated using the scheme with the Bilbao and Chick loss model. The absolute errors in the positions of the input impedance peaks are less than 3% for $M = 4$ and less than 0.02% for $M = 20$. The error in the peak magnitude is less than 3% for $M = 4$ and less than 1% for $M = 20$. The error in the first peak magnitude is better for the exponential horn than for the cylinder since this first peak has a higher frequency (the fractional derivative approximation deviates from the exact result at low frequencies).

Figs. 3.27 and 3.28 show the input impedances of an exponential horn simulated using the Foster network. Element values were calculated by optimising for a tube radius of 0.05 m, the maximum radius of this horn, using $E'_M$. Fig. 3.27 shows the input impedance using values optimised over 0.1 Hz to 10 kHz. Peak position error is less than 0.1% for $M = 4$ and less than 0.02% for $M = 16$. Peak magnitude error is less than 11% for $M = 4$ and less than 4% for $M = 16$.

Fig. 3.28 uses element values optimised over the frequency range 20 Hz to 3 kHz. Peak position error is less than 0.1% for $M = 4$ and less than 0.02% for $M = 16$. Peak magnitude error is less than 20% for $M = 4$ and less than 4% for $M = 16$.

Run times over the temporal loop for the simulations using different filters were:

- 12.19 s for Bilbao and chick model ($M = 20$)
- 16.64 s for the Foster structure ($M = 16$)
- 12.27 s for the Foster structure ($M = 8$)
- 9.99 s for the Foster structure ($M = 4$)
Figure 3.26: Input impedance of an exponential horn calculated using the Bilbao and Chick loss model using different filter orders. Top left: Input impedance magnitude. Bottom left: Input impedance phase. Top right: Absolute percentage error in input impedance peak position relative to TMM. Bottom right: Absolute percentage error in input impedance peak magnitude.

Figure 3.27: Input impedance of an exponential horn calculated using the Foster network with coefficients acquired by optimising of $E'_M$ from 0 Hz to 10 kHz. Top left: Input impedance magnitude. Bottom left: Input impedance phase. Top right: Absolute percentage error in input impedance peak position relative to TMM. Bottom right: Absolute percentage error in input impedance peak magnitude.
3.6 Conclusions

This chapter has focused on how FDTD methods can be used in problems relating to acoustic tubes. Simple boundary conditions have been chosen so as to focus on the properties of various schemes over the domain interior.

We began with the simplest system, a lossless cylindrical tube, and the effect of FDTD scheme on the simulations. This was then extended to an acoustic tube of variable cross-sectional area. For a cylindrical tube, the explicit scheme on an interleaved time and space grid was able to produce exact results whereas the implicit scheme, where only the spatial grids are interleaved, produced frequency warping and was never able to match the exact solutions. The frequency warping is due to the application of the bilinear transform in these schemes. Similar performance occurs in a tube of varying cross-sectional area, although the explicit scheme cannot give exact solutions due to discretisation of the bore. Of course, in practice, the explicit scheme is not infallible as the spatial domain requires truncation—resulting in either an incorrect domain size if the spatial step is not modified or some small degree of frequency warping if it is. However, this is a very small effect relative to the frequency warping present in the implicit scheme.

The bilinear transform does have its uses, namely the guaranteed passivity of the discrete schemes if the continuous system is known to be passive; this is motivation behind its use in the Port-Hamiltonian framework \cite{164} and in nonlinear schemes \cite{40}. This makes it an ideal partner to use in tandem with the explicit scheme as the foundation of our system solver. The effects of viscous and thermal losses are relatively small compared to the main propagation elements of the system but are important enough to modify resonances and increase the complexity of the simulations. As a result, the mathematical simplicity of the bilinear
transform is a useful property in the analysis of these systems but its frequency warping nature is less apparent when used in the lossy part.

Modelling of the lossy part has been tackled using two approaches: using a truncated model of the immittances that require an extra approximation to fractional derivatives, and by constructing equivalent electrical networks that directly approximate the immittances. Before considering the numerics applied to the simulation of these models, it is worth pointing out that the models themselves are different approaches to approximating the Zwiker and Kosten loss model (as shown in Chap. 2). The truncated model is described for a high frequency/large tube radius limit, whereas the Foster network can be optimised over different ranges.

The truncated expansion model is useful as it does not require any offline computation for changes in cross-sectional area. However, approximating the fractional order derivatives requires high order recursions to be of use and even then the approximation fails for low frequencies. It is also affected by numerical rounding errors meaning that the stability of the system is compromised when trying to improve accuracy. Although the development of the fractional order derivative approximation starts from the bilinear transform, the final operator deviates due to truncation of the CFE.

The use of numerical fitting procedures in the Foster network allows for great accuracy with a relatively low computational cost. One can even modify the optimised parameters so that they can be applied to systems of different radii and temperatures, although with a slight loss of accuracy. Simulating this model in the time domain requires some care since the current formulation is equivalent to applying the bilinear transform to the continuous model. This reduces the accuracy of the filter structures when the element values are applied straight to the discrete system. The frequency warping can be taken into account by ‘pre-warping’ the frequency vector in the optimisation procedure. When this is performed, the filters maintain their accuracy over the optimised frequency range.
Chapter 4

Modelling radiation of sound from an acoustic tube

“Life is like a trumpet—if you don’t put anything into it, you don’t get anything out of it.”
— William Christopher Handy

So far, we have considered the brass instrument as a confined system; waves have been fully reflected by the lossless boundary conditions of an ideally open or closed tube. Although these models are useful for a preliminary treatment of the brass instrument system, the reality is more complicated (and interesting). For a listener to hear a sound produced by the instrument, the instrument system must transfer energy into the listening space and therefore lose energy. This energy loss is frequency dependent in a non-trivial way. It also turns out that there are length correction effects present that modify the position of the instrument’s resonances [63]. In this chapter we begin to refine our brass instrument model to include a more realistic open tube condition.

Two methods of modelling sound radiation are considered and treatment of both will follow in a parallel manner. The first model treats the behaviour of sound radiation through a lumped radiation impedance. As with the case of the tube wall losses, this model is not immediately useable in the time domain but can be approximated by an equivalent electrical network leading, ultimately, to a recursible algorithm. The second model directly models the transfer of energy from the one-dimensional tube system to the three-dimensional air system. Although this system is more computationally expensive, it does allow for extensions that include realistic acoustic environment and hearing models (something which is beyond the scope of this work).

For both models the problem is stated in the continuous domain first and then discretised. Energy conservation shows that these systems are passive. Results produced using the algorithms developed in this chapter are presented.

4.1 Radiation impedance models

Rayleigh [157] and Morse [121] consider radiation from a cylindrical tube with an infinite flange; this system being modelled as a tube within a large wall. In this case, the interface
between the cylinder and the free space was considered as a vibrating piston. Whereas Rayleigh only considered a rigid piston, Morse considered the effect of nonuniform motion on the piston but did not apply it to the case of an open cylinder. Zorumski extended the rigid piston model in an infinite flange to include an admittance at the tube walls and the effect this has on conversion between the planar and higher modes. Amir et al. [5] also investigated mode conversion in the lossless cylinder with an infinite flange and used ‘edge functions’ that converged faster than normal mode solutions.

The radiating portion of a brass instrument, however, is far from an infinite flange. A treatment for plane waves exiting an unflanged cylindrical pipe was given by Levine and Schwinger [104]. This model is arrived at by matching the plane waves from a cylindrical tube to the spherical waves of the free field through manipulation of Green’s theorem. Caussé et al. [37] modified the planar radiation model to better represent spherical waves by using a ratio of the area of the spherical wavefront to that of the planar wavefront at the end of the horn. Hélie and Rodet [83] provide a spherical model of radiation from a horn. Instead of using a vibrating piston, the radiating part of the horn is considered to be an area of a sphere that vibrates. Averaging over the surface allowed for the model to be incorporated into one-dimensional models. However, averaging introduces errors that are significant at small flaring angles.

As planar wave propagation is considered in the interior of the acoustic tube, the Levine and Schwinger model was chosen as a radiation condition for this work. The model is given in terms of a complex reflection function

$$ R = -|R|e^{2j\frac{\Delta l}{c_0}} $$

(4.1)

where the reflection magnitude and length correction are, respectively,

$$ |R| = \exp \left(-\frac{2r_L \omega}{\pi c_0} \int_0^{r_L} \frac{\tan^{-1} \left( -J_1(x)/N_1(x) \right)}{x \left[ (r_L \omega/c_0)^2 - x^2 \right]^{1/2}} dx \right) $$

(4.2a)

$$ \Delta l = \frac{r_L}{\pi} \left[ \int_0^{r_L} \frac{\log \left( \pi J_1(x) \left[ J_1(x)^2 + N_1(x)^2 \right]^{1/2} \right)}{x \left[ (r_L \omega/c_0)^2 - x^2 \right]^{1/2}} dx \right. $$

$$ + \left. \int_0^{\infty} \frac{\log \left[ 1/ (2I_1(x)K_1(x)) \right]}{x \left[ x^2 + \left( r_L \omega/c_0 \right)^2 \right]^{1/2}} dx \right) $$

(4.2b)

where \( r_L \) is the radius at the end of the tube, \( J_1 \) and \( N_1 \) are Bessel functions of first and second kind, \( I_1 \) and \( K_1 \) are the modified Bessel functions of first and second kind. The exp(·) notation, rather than \( e \), has been used in the reflection magnitude for clarity.

\(^1\)In Levine and Schwinger’s original manuscript, these functions are described as the cylindrical functions.
The radiation impedance is given by

\[ Z_R = \rho_0 c_0 \frac{1 + R}{1 - R} \]  

(4.3)

### 4.1.1 Network representation of radiation model

The form of (4.1) is expressed in the frequency domain. To be used in a time domain model, some further approximations must be made.

Caussé et al. [37] provide some approximations that could be used in the time domain, but they are only valid over a limited frequency range. Silva et al. [147] used fitting procedures to match Padé approximations to the Levine and Schwinger model. These approximations can be applied over a wider frequency range than that presented by Caussé et al., and were later used by Bilbao and Chick [24] in the form of a passive network, see Fig. 4.1 for modelling acoustic tubes, and by Harrison et al. [75, 76] for a full brass instrument synthesis environment. A similar method was presented by Hélie and Rodet [83] to model the spherical radiation model in the time domain.

The radiation impedance is associated with a one-port circuit element, with pressure, \( \bar{p} \), associated with a voltage and particle velocity, \( \bar{v} \), associated with a current. Additional state variables of the circuit are associated currents \( v(1), v(2), v(3), \) and \( v(4) \), and voltage \( p(1) \). The internal state variables are distinguished from those used for the pressure and velocity inside an acoustic tube through the use of brackets in the subscripts.

![Figure 4.1: Circuit representation of approximation to the Levine and Schwinger radiation model.](image)

The radiation impedance given by this network is

\[ Z_{rad} = \frac{L_r (R_1 + R_2) j \omega + L_r R_1 R_2 C_r (j \omega)^2}{R_1 + R_2 + (L_r + R_1 R_2 C_r) j \omega + L_r R_2 C_r (j \omega)^2} \]  

(4.4)

with element values

\[ R_1 = \rho_0 c_0, \quad L_r = 0.613 \rho_0 r_L, \quad R_2 = 0.505 \rho_0 c_0, \quad C_r = 1.111 \frac{r_L}{\rho_0 c_0^2} \]  

(4.5)

The voltage and current at the open terminal are related to the pressure and velocity at the end of the acoustic tube by

\[ \bar{p} = p(t, L), \quad \bar{v} = v(t, L) \]  

(4.6)
and the internal state variables are given by

\[
\vec{v} = v(1) + v(2), \quad \vec{p} = L_r \frac{dv(1)}{dt}, \quad \vec{p} = R_1 v(2) + p(1) \quad (4.7a)
\]

\[
v(2) = v(3) + v(4), \quad p(1) = R_2 v(3), \quad v(4) = C_r \frac{dp(1)}{dt} \quad (4.7b)
\]

We do not need to solve for all of these state variables; (4.7) can be reduced to

\[
\vec{v} = v(1) + \left( \frac{1}{R_2} + C_r \frac{d}{dt} \right) p(1) \quad (4.8a)
\]

\[
\vec{p} = L_r \frac{dv(1)}{dt} \quad (4.8b)
\]

\[
\vec{p} = \left( 1 + \frac{R_1}{R_2} + R_1 C_r \frac{d}{dt} \right) p(1) \quad (4.8c)
\]

Fig. 4.2 shows the radiation reflection magnitude and length correction calculated using the Levine and Schwinger expression (4.2) and the network approximation (4.4). For a tube radius of 0.05 m, typical of the end of a trumpet. The Levine and Schwinger model is defined only for planar propagation; in this case the upper frequency limit is 2661 Hz at a temperature of 26.85° C and was calculated using the integral function in MATLAB.

![Figure 4.2](image-url)  
**Figure 4.2:** Left: Radiation reflection magnitude for a tube of radius 0.05 m calculated using the Levine and Schwinger model (blue) and the network approximation. Right: Radiation length correction. The network approximation is a good match at low frequencies but deviates at high frequencies.

### 4.1.2 Energy analysis

Although it is known that this network is passive, it is useful to derive an energy for the system when it is used in tandem with the horn equation. Recalling the power transfer at the boundary from the energy analysis of the horn equation (2.49) over the domain $\mathcal{D}$ is

\[
\mathcal{B}_{he} = - pSv|_{z=0} + pSv|_{z=L} \quad (4.9)
\]
Replacing the boundary term at \( z = L \) with the associated voltage and current in our radiation network allows for the following manipulation

\[
\begin{align*}
\left. pSv \right|_{z=L} &= S(L) \bar{p}v \\
\left. \frac{\partial v}{\partial z} \right|_{z=L} &= S(L) \left( Lr \frac{dv(1)}{dt} + \bar{p}v(2) \right) \\
\left. \frac{\partial v}{\partial z} \right|_{z=L} &= S(L) \left( Lr \frac{dv(1)}{dt} + (R_1v(2) + p(1)) v(2) \right) \\
\left. \frac{\partial v}{\partial z} \right|_{z=L} &= S(L) \left( Lr \frac{dv(1)}{dt} + R_1v(2)^2 + p(1) (v(3) + v(4)) \right) \\
\left. \frac{\partial v}{\partial z} \right|_{z=L} &= S(L) \left( Lr \frac{dv(1)}{dt} + R_1v(2)^2 + R_2v(3)^2 + C_r \frac{dp(1)}{dt} \right) \\
\frac{d}{dt} \frac{\partial H_{rad}}{\partial t} + Q_{rad} &= 0 \quad (4.10)
\end{align*}
\]

where

\[
\begin{align*}
H_{rad} &= \frac{S(L)}{2} \left( Lr v(1)^2 + C_r \frac{p(1)}{2} \right) \geq 0 \quad (4.11a) \\
Q_{rad} &= S(L) \left( R_1v(2)^2 + R_2v(3)^2 \right) \geq 0 \quad (4.11b)
\end{align*}
\]

In this case, the boundary condition contains a storage component, along with dissipation as discussed in Sec. 2.2.3. Combining this with the energy for the whole system gives

\[
\frac{d}{dt} (\mathcal{H}_{he} + H_{rad}) + Q_{rad} + B\prime_{he} = 0 \quad (4.12)
\]

where \( B\prime_{he} = - \left. pSv \right|_{z=0} \). The total energy of the system and the power loss from the radiation model are non-negative values and the solutions to the system are therefore bounded.

### 4.1.3 Numerical scheme

We now look to discretising the network structure approximating the Levine and Schwinger radiation impedance presented in Sec. 4.1.1. The pressure and velocity at the end of the horn are related to the voltage and current of the network by

\[
\bar{p} = \mu_t p_N, \quad \bar{S}_N \bar{v} = \mu_z - \left( S_{N+1/2} v_{N+1/2} \right) \quad (4.13)
\]

where \( \bar{p}^{n+1/2} \) and \( \bar{v}^{n+1/2} \) lie on the interleaved temporal grid. The internal state variables are given by

\[
\begin{align*}
\bar{v} &= \mu_t v_{(1)} + \mu_t v_{(2)}, \quad \bar{p} = Lr \delta_t v_{(1)}, \quad \bar{p} = R_1 \mu_t v_{(2)} + \mu_t p_{(1)} \\
v_{(2)} &= v_{(3)} + v_{(4)}, \quad p_{(1)} = R_2 v_{(3)}, \quad \mu_t v_{(4)} = C_r \delta_t p_{(1)} \quad (4.14a) \\
v_{(2)} &= v_{(3)} + v_{(4)}, \quad p_{(1)} = R_2 v_{(3)}, \quad \mu_t v_{(4)} = C_r \delta_t p_{(1)} \quad (4.14b)
\end{align*}
\]
where currents $v^n_{(1)}$, $v^n_{(2)}$, $v^n_{(3)}$, and $v^n_{(4)}$, and voltage $p^n_{(1)}$ are aligned on the integer temporal grid. We can reduce system (4.14) to

\[
\bar{v} = \mu_{t+N} + \frac{1}{R_2} \mu_{t+N} + C_r \delta_{t+N} + p^{(1)} \\
\bar{p} = L_r \delta_{t+N} + v^{(1)} \tag{4.15a} \\
\bar{p} = \left(1 + \frac{R_1}{R_2}\right) \mu_{t+N} + R_1 C_r \delta_{t+N} + p^{(1)} \tag{4.15b}
\]

This choice of discretisation is equivalent to applying the bilinear transform in (4.4). Fig. 4.3 shows the effect of using the bilinear transform on this system compared to the continuous case. For this system, the discretisation has little effect over the frequency domain of interest.

Figure 4.3: Left: Error in reflection magnitude of network when using the bilinear transform (dashed red) at 50 kHz. Right: Error in length correction.

To couple this model to the horn equation, we look at the pressure equations of (3.108) at $l = N$

\[
\frac{S_N}{\rho_0 c_0} \delta_{t+N} = -\delta_{z-} \left(S_{N+1/2} v_{N+1/2}ight) \tag{4.16}
\]

Using the identity $\delta_{z-} = \frac{2}{h} (\mu_{z-} - w_{z-})$ results in

\[
\frac{S_N}{\rho_0 c_0} \delta_{t+N} = -\frac{2}{h} \left(\mu_{z-} \left(S_{N+1/2} v_{N+1/2} - S_{N-1/2} v_{N-1/2}\right) - \frac{2}{h} \left(S_N \bar{v} - S_{N-1/2} v_{N-1/2}\right) \tag{4.17}
\]

We then look to writing $\bar{v}$ in terms of known values of $v^{(1)}$, $p^{(1)}$ and $p^n_{N}$ as well as the unknown $p^{n+1}_{N}$. We do this by first expressing the current and voltage in terms of their previous values and the unknown pressure, and then substitute these into our expression for $\bar{v}$. This results in

\[
p^{n+1}_{N} = \alpha^{(R)} p^n_{N} + \beta^{(R)} S_{N-1/2} v_{N-1/2} + \epsilon^{(R)} v^{(1)} + \nu^{(R)} p^{(1)} \tag{4.18a} \\
v^{n+1}_{(1)} = v^{n}_{(1)} + \frac{k}{L_r} \mu_{t+N} \tag{4.18b} \\
p^{n+1}_{(1)} = \epsilon^{(R)} p^{n}_{(1)} + \chi^{(R)} \mu_{t+N} \tag{4.18c}
\]

where
\[ \alpha^{(R)} = \frac{1 - E^{(R)}}{1 + E^{(R)}} \]  
\[ \beta^{(R)} = \frac{2\rho_0 c_0^2 k}{S_N h (1 + E^{(R)})} \]  
\[ \epsilon^{(R)} = -\frac{2\rho_0 c_0^2 k}{h (1 + E^{(R)})} \]  
\[ \nu^{(R)} = \epsilon^{(R)} \left( \frac{1}{2R_2} (\tau^{(R)} + 1) + \frac{C_r}{k} (\tau^{(R)} - 1) \right) \]  
\[ \tau^{(R)} = \frac{R_1 C_r - H^{(R)}}{R_1 C_r + H^{(R)}} \]  
\[ \chi^{(R)} = \frac{k}{R_1 C_r + H^{(R)}} \]  
\[ E^{(R)} = \frac{\rho_0 c_0^2 k}{h} \left( \frac{k}{2L_s} + \left( \frac{1}{2R_2} + \frac{C_r}{k} \right) \chi^{(R)} \right) \]  
\[ H^{(R)} = \frac{k}{2} \left( 1 + \frac{R_1}{R_2} \right) \]  

4.1.4 Discrete energy analysis

Recalling that the discrete power transfer at the boundaries for the explicit scheme for the horn equation (3.108) is

\[ b_{he} = -\mu_+ \rho_0 \mu_2 - (S_{1/2} v_{1/2}) + \mu_+ p_N \mu_2 - (S_{N+1/2} v_{N+1/2}) \]  

we can find a discrete energy for our coupled system. We can rewrite the term at \( l = N \) using (4.13) as \( \mu_+ p_N \mu_2 - (S_{N+1/2} v_{N+1/2}) = \tilde{S}_N \tilde{p} \) which can then be manipulated as follows

\[ \tilde{S}_N \tilde{p} = \tilde{S}_N \left( \mu_+ v_{(1)} + \frac{1}{R_2} \mu_+ p_{(1)} + C_r \delta_{+} \tilde{p}_{(1)} \right) \]

\[ = \tilde{S}_N (L_r \mu_+ v_{(1)} \delta_{+} v_{(1)} + \tilde{p} \mu_+ v_{(2)}) \]

\[ = \tilde{S}_N (L_r \mu_+ v_{(1)} \delta_{+} v_{(1)} + (R_1 \mu_+ v_{(2)} + \mu_+ p_{(1)}) \mu_+ v_{(2)}) \]

\[ = \tilde{S}_N (L_r \mu_+ v_{(1)} \delta_{+} v_{(1)} + R_1 (\mu_+ v_{(2)})^2 + \mu_+ p_{(1)} (\mu_+ v_{(3)} + \mu_+ v_{(4)})) \]

\[ = \tilde{S}_N (L_r \mu_+ v_{(1)} \delta_{+} v_{(1)} + R_1 (\mu_+ v_{(2)})^2 + R_1 (\mu_+ v_{(3)})^2 + C_r \mu_+ p_{(1)} \delta_{+} \tilde{p}_{(1)}) \]

\[ = \delta_{+} \hat{h}_{rad} + q_{rad} \]  

where

\[ b_{rad} = \tilde{S}_N \left( \frac{L_r v_{(1)}^2 + C_r p_{(1)}^2}{2} \right) \geq 0 \]  
\[ q_{rad} = \tilde{S}_N \left( R_1 (\mu_+ v_{(2)})^2 + R_2 (\mu_+ v_{(3)})^2 \right) \geq 0 \]

Combining this with the total energy of the system gives

\[ \delta_{+} (\hat{h}_{he} + \hat{h}_{rad}) + q_{rad} + b'_{he} = 0 \]  

111
where \( b'_{bc} = -\mu t + \rho_0 u_0 \left( \frac{S_1}{2} v_1/2 \right) \). It is clear that the combined energy and the losses due to radiation are non-negative and therefore the solutions to the system are bounded.

### 4.1.5 Simulation results

Simulations were performed for a cylindrical tube of length 1 m and radius of 0.05 m at a temperature of 26.85°C. The sample rate was 50 kHz, simulation duration 10 s, and Courant number \( \lambda = 0.9861 \). Losses were neglected over the interior of the acoustic tube.

Fig. 4.4 shows the energy evolution of the FDTD simulation and its total energy balance (3.75). At the 142\textsuperscript{nd} time step, corresponding to the time taken for a disturbance to travel the length of the tube, energy is transferred from the end of tube to the radiation model; there is a reduction in the energy stored in the cylinder and an increase in the energy stored in the radiation model. The subsequent variations in energy of the tube and radiation model are not monotonically decreasing and increasing—oscillations in stored energy of the tube and the radiation model are observed. This is because there is additional exchange of energy between the two models after the pulse has initially interacted at the boundary. The energy of the overall system decreases over time due to the lossy processes in the radiation model. The total energy balance shows bit-wise deviations in the energy on the order of the machine precision.

![Energy evolution of FDTD simulation](image)

**Figure 4.4:** Top: Total stored energy (blue), stored energy in the tube (red), stored energy in the radiation model (yellow), and energy lost by the radiation model (purple). Bottom: Energy balance showing numerical precision of machine.

Input impedances were calculated from simulations using the procedure described in Sec. 3.4.3. Simulation results were compared to the exact expression [63] for the input impedance of a cylinder terminated with the Levine and Schwinger radiation impedance

\[
Z_{(exact)} = j\rho_0 c_0 \frac{\frac{S_0}{\pi}}{\frac{\rho_0 c_0}{\pi} \sin \left( \frac{\omega L}{c_0} \right)} + Z_R \cos \left( \frac{\omega L}{c_0} \right)
\]

(4.23)

Fig. 4.5 shows the input impedance calculated from simulations and \( Z_{(exact)} \) along with the error in the frequency of the first ten peaks produced by the FDTD model. The error in
Figure 4.5: Top: Input impedance of a lossless cylinder of radius 0.05 m and length 1 m calculated using an FDTD simulation with lossy radiating end (solid black) and a frequency domain calculation terminated with the Levine and Schwinger radiation impedance (dashed red). Bottom: Absolute error in peak position of FDTD simulation relative to frequency domain calculation.

The position for the first five peaks is less than 0.02 % and increases to 0.1 % over the sixth to tenth peaks.

Fig. 4.6 shows the input impedance calculated for a cylinder of radius 0.1 m. The error in the peak position given by the FDTD model is slightly larger than for the smaller tube, but still lies under 0.4 % for the first ten peaks.

These results extend the comparison of the network approximation and the Levine and Schwinger radiation model. The errors in the FDTD simulation can be described in terms of the errors of the network model as opposed to numerical errors. We are therefore justified in our use of the bilinear transform to model the network radiation model, taking advantage of its passive behaviour. This is the same procedure employed for incorporating viscous and thermal losses in Chap. 3 using an explicit scheme for efficient and accurate modelling of wave propagation and the bilinear transform to preserve passivity of connected processes.

4.2 Coupling to a 3D acoustic field

An alternative to modelling a radiation impedance is to directly model the interaction of the tube with the three-dimensional space it occupies. There are multiple publications presenting simulations of the three-dimensional field in an acoustic tube; see [68, 69, 70] for three-dimensional modelling of woodwind instruments and [4, 137, 138] for two and three-dimensional modelling of brass instruments. However, there are several disadvantages to this approach. The most obvious in terms of developing a synthesis tool is computational cost—if we increase the size of the domain of interest, more computations are required at each time step, resulting in longer computation times. In addition, incorporation of the viscous and thermal boundary layer losses in higher dimensions requires an extremely high spatial resolution for accurate modelling. In contrast, the one-dimensional model presented in this

---

Note that these works used a nonlinear propagation model.
thesis requires little in terms of computing power and accurately models boundary layer losses. However, it does not allow for non-planar modes to be excited in the flaring portions of the instrument.

We can exploit the strengths of the one- and three-dimensional approaches: a one-dimensional acoustic tube model that encorporates the viscous and thermal losses in an efficient manner, and a model of the three-dimensional acoustic field that includes effects due to the flaring of the instrument bell and the radiation of sound away from the instrument. These two models are then coupled at a chosen point along the length of the instrument; we name this an embedded instrument system, see Fig. 4.7.

Figure 4.7: Schematic of an embedded system. The cylindrical, or slowly varying, portion of the instrument bore is modelled using a one-dimensional wave propagation model. In the flaring portions of the instrument, a three-dimensional wave propagation model is used. The dashed line shows the boundary between the two sections of the instrument.

This is somewhat similar to the method approached by Noreland [127], albeit in the time domain rather than the frequency domain. In Noreland’s paper, a radiation impedance was calculated using a FDTD scheme in the flaring portion of the instrument. This radiation
impedance was used to terminate a TMM calculation over the remainder of the instrument where the bore profile was considered to be slowly varying. In a later paper by Noreland et al. [129], radiation behaviour was calculated using the Finite Element method and used in a bore optimisation procedure.

In [127] a two-dimensional curvilinear coordinate system was chosen to best represent the geometry of the walls of the instrument. However, as an observer moves further away from the instrument the grid spacing increases, which drastically reduces the available bandwidth of the simulated sounds. To avoid this, we instead use a scheme on a regular Cartesian grid.

4.2.1 Partial differential equations and integrals in higher dimensions: Étude IIIa

In this section, we retain the dimension of time \( t \in \mathbb{R} \) but must extend our spatial domain to the Euclidean space \( \mathbb{R}^3 \). Vectors will be identified using bold typeface. Coordinates are defined using the triple \((x', y', z') \in \mathbb{R}^3\). We will consider a cubic region of side length \( L^{(3)} \) centred at the origin defined by \( \mathcal{D}^{(3)} = \{(x', y', z') \in \mathbb{R}^3 \mid -L^{(3)}/2 \leq x', y', z' \leq L^{(3)}/2\} \). This region encloses a volume defined by \( V = \{(x', y', z') \in \mathbb{R}^3 \mid -L^{(3)}/2 < x', y', z' < L^{(3)}/2\} \) and is enclosed by a surface given by \( \partial V = \mathcal{D}^{(3)} \setminus V \).

For a multidimensional scalar function, \( f(t, x', y', z') \), the gradient of the function is
\[
\nabla f = \left[ \frac{\partial}{\partial x'} f, \frac{\partial}{\partial y'} f, \frac{\partial}{\partial z'} f \right]^T
\] (4.24)

For a vector function \( \mathbf{g}(t, x', y', z') = [g_{x'}(t, x', y', z'), g_{y'}(t, x', y', z'), g_{z'}(t, x', y', z')]^T \), the divergence is given by
\[
\nabla \cdot \mathbf{g} = \frac{\partial}{\partial x'} g_{x'} + \frac{\partial}{\partial y'} g_{y'} + \frac{\partial}{\partial z'} g_{z'}
\] (4.25)

The extension to higher dimensions of the second spatial derivative of a scalar function is the Laplacian operator given by
\[
\nabla^2 f = \nabla \cdot \nabla f = \frac{\partial^2}{\partial x'^2} f + \frac{\partial^2}{\partial y'^2} f + \frac{\partial^2}{\partial z'^2} f
\] (4.26)

We define the inner product of two scalar functions, \( f \) and \( g \), over a three-dimensional cubic region \( \mathcal{D}^{(3)} \) as
\[
\langle f, g \rangle_{\mathcal{D}^{(3)}} = \int_{\mathcal{D}^{(3)}} f g \, dV = \int_{-L^{(3)}/2}^{L^{(3)}/2} \int_{-L^{(3)}/2}^{L^{(3)}/2} \int_{-L^{(3)}/2}^{L^{(3)}/2} f g \, dx' \, dy' \, dz'
\] (4.27)

Similarly the inner product of two vector functions, \( \mathbf{f} \) and \( \mathbf{g} \), over the region \( \mathcal{D}^{(3)} \) is
\[
\langle \mathbf{f}, \mathbf{g} \rangle_{\mathcal{D}^{(3)}} = \int_{\mathcal{D}^{(3)}} \mathbf{f} \cdot \mathbf{g} \, dV
\] (4.28)

The three-dimensional \( L_2 \) norm is given by
\[
\|f\|_{\mathcal{D}^{(3)}} = \sqrt{\langle f, f \rangle_{\mathcal{D}^{(3)}}}, \quad \|g\|_{\mathcal{D}^{(3)}} = \sqrt{\langle g, g \rangle}
\] (4.29)

The continuous temporal identity (2.4) in the one-dimensional case extends to the three-dimensional case.
We shall also use the inner product and norm over the closed surface of a domain

\[ \{ f, g \}_{\partial V} = \oint_{\partial V} f g \, dA, \quad \| \{ f \} \|_{\partial V} = \sqrt{\{ f, f \}_{\partial V}} \]  

(4.30)

here \( dA \) denotes integration over the surface of the domain.

Integration by parts extends to the three-dimensional case. An example using the derivative in the \( z' \) dimension over the cubic domain is

\[
\int_{D^{(3)}} f \partial_{z'} g \, dV = -\int_{D^{(3)}} (\partial_{z'} f) g \, dV + \int_{L^{(3)}/2}^{L^{(3)}/2} \int_{-L^{(3)}/2}^{L^{(3)}/2} f g \bigg|_{z' = L^{(3)}/2} - f g \bigg|_{z' = -L^{(3)}/2} \, dx' \, dy' \]  

(4.31)

Notice that the boundary terms are integrations over surfaces of the domain. For this work, we use integration by parts in three-dimensions solely for problems concerning the Laplacian operator

\[
\int_{D^{(3)}} f \nabla^2 g \, dV = -\int_{D^{(3)}} (\nabla f) \cdot (\nabla g) \, dV + \oint_{\partial V} f n \cdot \nabla g \, dA \]  

(4.32)

where \( n \) denotes the outward normal of the surface \( \partial V \). This is a specific application of the Divergence theorem \[140\]. Using the norm notation, Eq. (4.32) is given as

\[
\langle f, \nabla^2 g \rangle_{D^{(3)}} = -\langle \nabla f, \nabla g \rangle_{D^{(3)}} + \{ f, n \cdot \nabla g \}_{\partial V} \]  

(4.33)

### 4.2.2 The 3D wave equation

The three-dimensional wave equation is given by \[122\]

\[
\rho_0 c_0^2 \partial_{tt} \psi - \rho_0 \nabla^2 \psi = 0 \]  

(4.34)

where \( \psi(t, x', y', z') \) is the acoustic velocity potential in three dimensions. The scalar pressure, \( p_{3D}(t, x', y', z') \), and vector particle velocity, \( v_{3D}(t, x', y', z') \), fields are given by

\[
p_{3D} = \rho_0 \partial_t \psi, \quad v_{3D} = -\nabla \psi \]  

(4.35)

### 4.2.3 Energy analysis

Taking the inner product of (4.34) with \( \partial_t \psi \) over the cubic domain \( D^{(3)} \) results in

\[
\frac{\rho_0}{c_0^2} \langle \partial_t \psi, \partial_{tt} \psi \rangle_{D^{(3)}} - \rho_0 \langle \partial_t \psi, \nabla^2 \psi \rangle_{D^{(3)}} = 0 \]  

(4.36)

Applying integration by parts, (4.33), results in

\[
\frac{\rho_0}{c_0^2} \langle \partial_t \psi, \partial_{tt} \psi \rangle_{D^{(3)}} + \rho_0 \langle \partial_t \nabla \psi, \nabla \psi \rangle_{D^{(3)}} + B_{3we} = 0 \]  

(4.37)

where

\[
B_{3we} = \rho_0 \{ \partial_t \psi, n \cdot \nabla \psi \}_{\partial V} \]  

(4.38)

is the power transferred at the boundaries of the domain.
Using (2.4) results in the energy balance
\[
\frac{dH_{3we}}{dt} + B_{3we} = 0 \tag{4.39}
\]
where
\[
H_{3we}(t) = \frac{\rho_0}{2c_0^2} \|\partial_t \psi\|^2_{D(3)} + \frac{\rho_0}{2} \|\nabla \psi\|^2_{D(3)} \geq 0 \tag{4.40}
\]
is the energy stored in the three-dimensional wave equation. This quantity is non-negative, therefore solutions are bounded.

### 4.2.4 Boundary conditions

A lossless Neumann condition at a boundary is given by
\[
n \cdot \nabla \psi = 0 \tag{4.41}
\]
This boundary condition is used to model rigid walls in the acoustic field, such as the walls of a brass instrument.

Ideally, we wish to perform simulations in an infinite domain, so as not to have any resonances from the three-dimensional space interfering with the response of the instrument; the case of performing in a reverberant space is beyond the scope of this work. In practice, this is not possible, so we wish to define a smaller computational domain that absorbs waves at the domain boundaries, thus behaving as if in an infinite domain.

One such manner of achieving this is the application of Perfectly Matched Layers \[16\], where gradually increasing damping is introduced at the computational domain boundaries. This requires additional points on the domain boundaries, we would wish to minimise this.

An alternative is to use the absorbing boundary conditions of Engquist and Majda \[55\]. On the surfaces perpendicular to the \(z'\) axis, perfectly absorbing boundary conditions are given by
\[
\Box^- \psi \big|_{z' = -L(3)} = 0, \quad \Box^+ \psi \big|_{z' = L(3)} = 0 \quad \Box^\pm = \partial_{x'} \pm \frac{\partial}{c_0} \sqrt{1 - \left( \frac{\partial_{x'} / c_0}{\nabla_{x'}/c_0} \right)^2} \left( \frac{\partial_{x'} / c_0}{\nabla_{x'}/c_0} \right)^2 \tag{4.42}
\]
By symmetry, this can be extended to other boundary surfaces. However, the square root term in the \(\Box\) operators prevents implementation. This is resolved by using a low order Taylor expansion, resulting in the first order approximation \[55\]
\[
\frac{1}{c_0} \partial_t \psi + n \cdot \nabla \psi = 0, \quad (x', y', z') \in \partial \mathcal{V} \tag{4.43}
\]
Examples at the boundaries in the \(z'\) direction in \(D(3)\) are
\[
\frac{1}{c_0} \partial_t \psi - \partial_{z'} \psi = 0, \quad z' = -\frac{L(3)}{2} \tag{4.44a}
\]
\[
\frac{1}{c_0} \partial_t \psi + \partial_{z'} \psi = 0, \quad z' = \frac{L(3)}{2} \tag{4.44b}
\]
By symmetry, similar conditions hold at the domain boundaries in the \(x'\) and \(y'\) dimensions. These boundary conditions were successfully applied by Torin \[103\] for embedding of percussion instruments.
For boundary conditions of the first-order Enquist-Majda type, the power transfer at the domain boundaries, \((4.38)\), becomes

\[
B_{3\text{we}} = \frac{\rho_0}{c_0} \| \{ \partial_t \psi \} \|_{\partial Y}^2 \geq 0 \quad (4.45)
\]

This is non-negative and therefore the absorbing boundary conditions are passive. Additional work was performed by Higdon \([84, 85]\) on developing discrete absorbing boundary conditions that are equivalent to those presented by Engquist and Majda; we use the first order approximation \((4.43)\) in this work due to their simple application and determination of passivity.

### 4.2.5 Coupling the systems: Continuous case

To begin this study of embedding instruments, let us first consider a lossless cylinder placed in an enclosed volume of air. Propagation within the cylinder will be modelled using the one-dimensional horn equation \((2.49)\). Propagation of sound in the enclosed volume of air will be described using the three-dimensional wave equation \((4.34)\). These two models will be coupled so that energy can be transferred from the end point on the one-dimensional model at \(z = L\), and one side of a disc \(\Omega\) in the three-dimensional model; see Fig. 4.8. The disc has a radius \(r_L\) (the same as the radius the end of the acoustic tube), centred at the origin, and is orientated perpendicular to the \(z'\) axis. The surface of the disc is given by \(\Omega = \{ (x', y', z') \in \mathbb{R}^3 \mid \sqrt{x'^2 + y'^2} \leq r_L, z' = 0 \}\). We label the sides of the disc directly in front, \(z' = 0^+\), and behind, \(z' = 0^-\), as \(\Omega^+\) and \(\Omega^-\) respectively.

![Figure 4.8: Schematic of embedded system. Energy is transferred between the cylinder, at left, and the enclosed volume of air, at right, via the point at the end of the tube and the surface \(\Omega\).](image)

The energy balance for the three-dimensional system now becomes

\[
\frac{dH_{3\text{we}}}{dt} + B_{3\text{we}} = -\rho_0 \int_{\Omega^+} \partial_t \psi \partial_{z'} \psi dA + \rho_0 \int_{\Omega^-} \partial_t \psi \partial_{z'} \psi dA
\]

\[
(4.46)
\]

The energy balance shows power transfer on the two surfaces \(\Omega^+\) and \(\Omega^-\). However, we wish for sound to only be radiated from one side of \(\Omega\), and must set a suitable boundary condition on the other. In this case, we assume energy transfer only occurs on \(\Omega^+\) and a Neumann
boundary condition is considered on $\Omega^-$. The energy balance becomes

$$
\frac{dH_3}{dt} + B_3 = -\rho_0 \int_{\Omega^+} \partial_t \psi \partial_z \psi dA
$$

(4.47)

Recall the energy balance (2.72) for the horn equation

$$
\frac{dH_{he}}{dt} + B_{he}' = -pSv|_{z=L}
$$

(4.48)

This allows us to couple the two systems using power conservation across the interface. A disturbance leaving the acoustic tube will inject energy into the acoustic space; likewise, any energy within the acoustic space that is incident on the surface $\Omega^+$ will (partially) transfer into the tube. This means that the power transferred out of the end of the tube is equal to power transferred into the air box on the surface $\Omega^+$ so that

$$
pSv|_{z=L} = -\rho_0 \int_{\Omega^+} \partial_t \psi \partial_z \psi dA
$$

(4.49)

For the one-dimensional model, we assume that our variables lie on a planar cross-section of the tube, which, for practical purposes, is considered as an isophase surface. It is therefore suitable to assign the pressure on the surface $\Omega^+$ to the value given at the end of the tube

$$
\rho_0 \partial_t \psi = p(t, L), \quad (x', y', z') \in \Omega^+
$$

(4.50)

which, when substituted into (4.49), leads to

$$
S(L)v(t, L) = -\int_{\Omega^+} \partial_z \psi dA
$$

(4.51)

### 4.2.6 Finite-difference operators and inner products in higher dimensions: Étude IIIb

We now discuss the discretisation of the three-dimensional domain using finite-difference methods. A point on the grid is indexed using $l = (l_x', l_y', l_z') \in \mathbb{Z}^3$ so that a grid function is defined by

$$
f^n_l = f^n_{l_x', l_y', l_z'} \approx f(nk, l_x' h_3, l_y' h_3, l_z' h_3)
$$

(4.52)

where $h_3$ is the three-dimensional grid spacing that, in general, is not equal to the grid spacing for the one-dimensional model, $h$. The spatial indices lie in the domain $d^{(3)} = \{1 \in \mathbb{Z}^3 \mid -\frac{N_3}{2} \leq l_x', l_y', l_z' \leq \frac{N_3}{2}\}$ where $N_3 = \text{floor}(L^{(3)}/h_3)$ is the number of points in each dimension on the spatial grid. For simplicity, let us assume that $N_3$ is an even number. The discrete domain $d^{(3)}$ corresponds to points in the continuous cubic domain $\mathcal{D}^{(3)}$. We must also consider points that lie on the surfaces of the domain. For example, the surfaces of the domain perpendicular to the $x'$ axis are

$$
\mathcal{b}^{(x'-)} = \left\{1 \in \mathbb{Z}^3 \mid l_x' = -\frac{N_3}{2}, -\frac{N_3}{2} \leq l_y', l_z' \leq \frac{N_3}{2}\right\}
$$

(4.53)

and

$$
\mathcal{b}^{(x'+)} = \left\{1 \in \mathbb{Z}^3 \mid l_x' = \frac{N_3}{2}, -\frac{N_3}{2} \leq l_y', l_z' \leq \frac{N_3}{2}\right\}
$$

(4.54)
The notation used above can be extended to the other surfaces.

The spatial shifting operators for higher dimensions are

$$w_{x'} \pm f_{l} = f_{l_{x'}, l_{y}, l_{z}, \pm 1}, \quad w_{y'} \pm f_{l} = f_{l_{x}, l_{y'}, l_{z}, \pm 1}, \quad w_{z'} \pm f_{l} = f_{l_{x}, l_{y}, l_{z'}, \pm 1} \tag{4.55}$$

Discrete approximations to the first spatial derivatives \(\partial_{x'}, \partial_{y'}, \) and \(\partial_{z'}\) are, respectively,

\[
\begin{align*}
\delta_{x'+} &= \frac{w_{x'} + 1}{h_{3}} \quad \delta_{x'-} = \frac{1 - w_{x'}}{h_{3}} \tag{4.56a} \\
\delta_{y'+} &= \frac{w_{y'} + 1}{h_{3}} \quad \delta_{y'-} = \frac{1 - w_{y'}}{h_{3}} \tag{4.56b} \\
\delta_{z'+} &= \frac{w_{z'} + 1}{h_{3}} \quad \delta_{z'-} = \frac{1 - w_{z'}}{h_{3}} \tag{4.56c}
\end{align*}
\]

Approximations to the second derivatives, \(\partial_{x'x'}, \partial_{y'y'}, \) and \(\partial_{z'z'},\) are given by

\[
\begin{align*}
\delta_{x'x'} &= \delta_{x'+} \delta_{x'-} = \frac{w_{x'} + 2 + w_{x'}}{h_{3}^{2}} \tag{4.57a} \\
\delta_{y'y'} &= \delta_{y'+} \delta_{y'-} = \frac{w_{y'} + 2 + w_{y'}}{h_{3}^{2}} \tag{4.57b} \\
\delta_{z'z'} &= \delta_{z'+} \delta_{z'-} = \frac{w_{z'} + 2 + w_{z'}}{h_{3}^{2}} \tag{4.57c}
\end{align*}
\]

so that a simple approximation to the Laplacian is

\[
\delta_{\nabla^2} = \delta_{x'x'} + \delta_{y'y'} + \delta_{z'z'} \tag{4.58}
\]

The discrete three-dimensional inner product between functions \(f_{l}\) and \(g_{l}\) over \(d^{(3)}\) is given by

\[
\langle f, g \rangle_{d^{(3)}} = \sum_{l \in d^{(3)}} h_{3}^{3} f_{l} g_{l} \tag{4.59}
\]

The weighted inner product is given by

\[
\langle f, g \rangle^{\chi}_{d^{(3)}} = \sum_{l \in d^{(3)}} h_{3}^{3} \chi_{l} f_{l} g_{l} \tag{4.60}
\]

where \(\chi_{l}\) is a weighting function so that

\[
\chi_{l} = \begin{cases} 
1, & \text{over the interior of the domain} \\
\frac{1}{2}, & \text{on the surfaces of the domain} \\
\frac{1}{4}, & \text{on the edges of the domain} \\
\frac{1}{8}, & \text{on the corners of the domain}
\end{cases} \tag{4.61}
\]

The discrete three-dimensional weighted inner product is similar to the one-dimensional weighted inner product in that boundary points are scaled.

Norms are again denoted by

\[
\| f \|_{d^{(3)}} = \sqrt{\langle f, f \rangle_{d^{(3)}}}, \quad \| f \|^{\chi}_{d^{(3)}} = \sqrt{\langle f, f \rangle^{\chi}_{d^{(3)}}} \tag{4.62}
\]

We will use the \{\} bracket notation to signify the inner products over smaller domains.
We will only consider the weighted inner product and norm over a surface

\[ \{ f, g \}^X \big|_{b(x')^+} = \sum_{l \in b(x')^+} h_l^3 \chi_l \int g_l, \quad \| f \|^X \big|_{b(x')^+} = \sqrt{\{ f, f \}^X \big|_{b(x')^+}} \]  \hspace{1cm} (4.63)

Summation by parts is extended to three dimensions. For example, using the weighted inner product, summation by parts for discrete difference operator in the \( z' \) direction is

\[ (f, \delta_{z'} g)^X_{d(3)} = -(\delta_{z'} - f, g)^X_{d(3)} - \{ f, \mu_{z'} g \}^X_{b(3)'} + \{ f, \mu_{z'} g \}^X_{b(3)'} \]  \hspace{1cm} (4.64)

where \( d_{z'}^{(3)} = \{(l_{x'}, l_{y'}, l_{z'}) \in \mathbb{Z}^3 \mid -\frac{N_2}{2} \leq l_{x'}, l_{y'} \leq \frac{N_2}{2}, -\frac{N_2}{2} \leq l_{z'} \leq \frac{N_2}{2} - 1 \} \). By symmetry (4.64) applies to other dimensions.

As in the one-dimensional case, the domain of the inner product changes when summation by parts is performed. This occurs only in the direction of the difference operator—the domain dimensions perpendicular to this remain unchanged and the weightings of the weighted inner product are not affected. For example, the weighted inner product over the domain \( d_{z'}^{(3)} \) is weighted at \( l_{y'}, l_{z'} = \pm \frac{N_2}{2} \), but not for \( l_{z'} = -\frac{N_2}{2}, \frac{N_2}{2} - 1 \).

### 3.2.7 The simple scheme for the 3D wave equation

A discrete approximation to the three-dimensional wave equation (4.34) is

\[ \frac{\rho_0}{c_0^2} \delta_t \psi^n_{l_{x'}, l_{y'}, l_{z'}} - \rho_0 \delta \nabla_x^2 \psi^n_{l_{x'}, l_{y'}, l_{z'}} = 0 \]  \hspace{1cm} (4.65)

which, over the domain interior, has the update

\[ \psi^{n+1} = 2 \left( 1 - 3\lambda^2 \right) \psi^n_{l_{x'}, l_{y'}, l_{z'}} - \psi^{n-1}_{l_{x'}, l_{y'}, l_{z'}} + \lambda^2 \left( \psi^n_{l_{x'}+1, l_{y'}, l_{z'}} + \psi^n_{l_{x'}-1, l_{y'}, l_{z'}} + \psi^n_{l_{x'}, l_{y'}+1, l_{z'}} + \psi^n_{l_{x'}, l_{y'}-1, l_{z'}} + \psi^n_{l_{x'}, l_{z'}+1, l_{z'}} + \psi^n_{l_{x'}, l_{z'}-1, l_{z'}} \right) \]  \hspace{1cm} (4.66)

This particular scheme, and its generalisations, has been used in [31, 32]. Taking the weighted inner product of (4.65) with \( \delta_t \psi^n \) over \( d(3) \) gives

\[ \frac{\rho_0}{c_0^2} \delta_t \psi^n \delta_{t_t}^X_{d(3)} - \rho_0 \delta_t \psi^n \delta_{t_t}^X_{d(3)} = 0 \]  \hspace{1cm} (4.67)

Using summation by parts, (4.64), gives

\[ \frac{\rho_0}{c_0^2} \delta_t \psi^n \delta_{t_t}^X_{d(3)} + \rho_0 \left( \delta_t \delta_{x'} - \psi^n \delta_{z'} - \psi^n \right)_{d(3)}^X + \{ \delta_t \delta_{y'} - \psi^n \delta_{z'} - \psi^n \}^X_{d(3)} + \{ \delta_t \delta_{z'} - \psi^n \delta_{y'} - \psi^n \}^X_{d(3)} + b_{3we} = 0 \]  \hspace{1cm} (4.68)

where

\[ b_{3we} = \frac{\rho_0}{c_0^2} \left( -\{ \delta_t \psi, \delta_{x'} \}^X_{b(x')} + \{ \delta_t \psi, \delta_{x'} \}^X_{b(x')} - \{ \delta_t \psi, \delta_{y'} \}^X_{b(y')} + \{ \delta_t \psi, \delta_{y'} \}^X_{b(y')} - \{ \delta_t \psi, \delta_{z'} \}^X_{b(z')} + \{ \delta_t \psi, \delta_{z'} \}^X_{b(z')} \right) \]  \hspace{1cm} (4.69)
is the power transfer at the domain boundaries. Using (3.26a) and (3.26b) gives
\[ \delta_t + b_{3we} = 0 \]  
(4.70)

where
\[ b_{3we} = \rho_0 \left( \| \delta_t - \delta_x \|_{\chi(3)}^2 \right)^2 + \rho_0 \left( \| \delta_t - \delta_y \|_{\chi(3)}^2 \right)^2 + \rho_0 \left( \| \delta_t - \delta_z \|_{\chi(3)}^2 \right)^2 \]

is the discrete energy in the domain. As in the discussion of the explicit scheme (3.40) for the one-dimensional wave equation in Chap. 3, we wish to find conditions for which \( b_{3we} \) is non-negative, so that the solutions are bounded. Using (3.26f) and (3.29a) produces
\[ \rho_0 \left( \| \delta_t - \delta_x \|_{\chi(3)}^2 \right)^2 \geq \rho_0 k^2 \frac{3}{8} \left( \| \delta_t - \delta_x \|_{\chi(3)}^2 \right)^2 \]
(3.26f)
\[ \geq \frac{\rho_0 k^2}{2h_3^2} \left( \| \delta_t - \delta_x \|_{\chi(3)}^2 \right)^2 \]
(3.29a)

and likewise for the \( \delta_y \) and \( \delta_z \) terms. This leads to
\[ b_{3we} \geq \frac{\rho_0}{2} \left( \frac{1}{c_0^2} - \frac{3k^2}{h_3^2} \right) \left( \| \delta_t - \delta_x \|_{\chi(3)}^2 \right)^2 \]
(4.72)

The discrete energy, \( b_{3we} \), is non-negative provided that the three-dimensional Courant number satisfies
\[ \lambda_3 = \frac{c_0 k}{h_3} \leq \frac{1}{\sqrt{3}} \]
(4.74)

For this case, solutions will be bounded. Note that the bound on the Courant number in three dimensions is different to that in one dimension. As a result, different spacings are used for the two systems. It is clear that for the three-dimensional case, the spatial grid spacing is larger than that used for the one-dimensional case, thus the bandwidth of the three-dimensional system is less than that of the one-dimensional system. The one-dimensional spatial step size could be set to be equal to the three-dimensional spatial step size, however, this would result in poor dispersion behaviour in the one-dimensional part of the problem. This extends from the discussion of numerical dispersion in Sec. 3.3.2.

In addition, scheme (4.65) suffers from direction-dependent numerical dispersion, which is not present in the one-dimensional models. On axis, that is in directions parallel to the \( x' \), \( y' \), and \( z' \) axes, the effects of numerical dispersion are strongest. However, on cube diagonals, there is no numerical dispersion. It is much simpler, mathematically, to align a horn with the \( z' \) axis so this is the chosen orientation. This may seem contradictory to the criticism regarding numerical dispersion in the scheme used by Noreland [127]. However, scheme (4.65) displays anisotropic numerical dispersion whereas the numerical dispersion of the scheme used by Noreland is inhomogenous—the dispersion characteristics change with distance from the horn. The work presented here could be extended to use other three-dimensional FDTD schemes with better on-axis dispersion properties, such as those studied in [74].
4.2.8 Boundary conditions

Discrete Neumann conditions at the boundaries perpendicular to the \( x' \) coordinate are given by

\[
\delta_{x'} \psi = 0, \quad (l_{x'}, l_{y'}, l_{z'}) \in b(x^-), b(x^+)
\] (4.75)

Absorbing boundary conditions are given by

\[
\frac{1}{c_0} \delta_{t} \psi - \delta_{x'} \psi = 0, \quad (l_{x'}, l_{y'}, l_{z'}) \in b(x^-)
\] (4.76)

\[
\frac{1}{c_0} \delta_{t} \psi + \delta_{x'} \psi = 0, \quad (l_{x'}, l_{y'}, l_{z'}) \in b(x^+)
\] (4.77)

Both the Neumann and absorbing boundary conditions can be applied to the boundaries perpendicular to the \( y' \) and \( z' \) coordinates by symmetry.

Using the absorbing boundary conditions results in a non-negative power transfer term

\[
b_{\text{abs}} = \frac{\rho_0}{c_0} \sum_{\{x'\pm, y', z'\pm\}} \| \{ \delta_t \psi \|_{L^2} \geq 0
\] (4.78)

The discrete absorbing boundary conditions modify the scheme at the boundaries. First, consider a point on the interior on the surface \( b(x^-) \) so that \( l_{x'} = -\frac{N_3}{2}, -\frac{N_3}{2} < l_{y'}, l_{z'} < \frac{N_3}{2} \).

The update \((4.66)\) becomes

\[
(1 + \lambda) \psi^{n+1}_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}} = 2 \left( 1 - 3\lambda^2 \right) \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}} + (\lambda - 1) \psi^{n-1}_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}} + \lambda^2 \left( 2\psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}+1} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}-1,l_{x'}} 
\right.
\]

\[
\left. + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}-1,l_{x'}+1} \right) + \left( 2\psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}+1} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}-1,l_{x'}} \right)
\] (4.79)

On the edge \( l_{x'}, l_{y'} = -\frac{N_3}{2}, -\frac{N_3}{2} < l_{z'} < \frac{N_3}{2} \)

\[
(1 + 2\lambda) \psi^{n+1}_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}} = 2 \left( 1 - 3\lambda^2 \right) \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}} + (2\lambda - 1) \psi^{n-1}_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}} + \lambda^2 \left( 2\psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}+1} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}-1,l_{x'}} 
\right.
\]

\[
\left. + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}-1,l_{x'}+1} \right) + \left( 2\psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}+1,l_{x'}+1} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},l_{x'}-1,l_{x'}} \right)
\] (4.80)

On the corner \( l_{x'}, l_{y'}, l_{z'} = -\frac{N_3}{2} \)

\[
(1 + 3\lambda) \psi^{n+1}_{-\frac{N_3}{2},-\frac{N_3}{2},-\frac{N_3}{2}} = 2 \left( 1 - 3\lambda^2 \right) \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},-\frac{N_3}{2}} + (3\lambda - 1) \psi^{n-1}_{-\frac{N_3}{2},-\frac{N_3}{2},-\frac{N_3}{2}} + 2\lambda^2 \left( 2\psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},-\frac{N_3}{2}+1,-\frac{N_3}{2}} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},-\frac{N_3}{2}+1,-\frac{N_3}{2}+1} + \psi^n_{-\frac{N_3}{2},-\frac{N_3}{2},-\frac{N_3}{2}+1,-\frac{N_3}{2}+1} \right)
\] (4.81)

These boundary conditions can be extended to other surfaces, edges, and corners.
4.2.9 Matrix implementation

We look to extend the matrix implementation presented in Sec. 3.3.8 for the one-dimensional wave equation to three-dimensions for scheme (4.65), so as to take advantage of the performance of sparse matrix procedures in MATLAB. The values of the acoustic velocity potential, \( \psi^{n+1/2}_{x',y',z'} \), are stored in the vector, \( \Psi^{n+1/2} \), by concatenating all of the values in the domain into a single vector, as in \([20, 163]\); see Fig. 4.9 for an illustration of this.

\[
\begin{align*}
  l_x' &= 0, 1, 2, 3, \\
  l_y' &= 0, 1, 2, 3, \\
  l_z' &= 0, 1
\end{align*}
\]

Figure 4.9: Illustration of the vectorisation of the three-dimensional grid function.

We can then construct matrices that represent the discrete spatial operators. Consider the general second difference matrix \( D \) of size \((N_3 + 1) \times (N_3 + 1)\) whose elements are given by

\[
\begin{align*}
  D_{l,l} &= -\frac{2}{h_3}, & 0 \leq l \leq N_3 \\
  D_{l,l+1} &= \frac{1}{h_3}, & 0 \leq l \leq N_3 - 1 \\
  D_{l+1,l} &= \frac{1}{h_3}, & 1 \leq l \leq N_3
\end{align*}
\]

(4.82)

The matrices for the difference operators in each direction are then given as

\[
\begin{align*}
  D_{x,x'}^{(3)} &= D \otimes (I^{(N_3+1)} \otimes I^{(N_3+1)}) \\
  D_{y,y'}^{(3)} &= I^{(N_3+1)} \otimes (D \otimes I^{(N_3+1)}) \\
  D_{z,z'}^{(3)} &= I^{(N_3+1)} \otimes (I^{(N_3+1)} \otimes D)
\end{align*}
\]

(4.83)

where \( I^{(N_3+1)} \) is the identity matrix of size \((N_3 + 1) \times (N_3 + 1)\) and \( \otimes \) denotes the Kronecker product \([89]\). The update (4.66) can be written in matrix form as

\[
\Psi^{n+3/2} = (2I^{(N_3+1)^3} + k^2 \nu^2 (D_{x,x'}^{(3)} + D_{y,y'}^{(3)} + D_{z,z'}^{(3)})) \Psi^{n+1/2} - \Psi^{n-1/2}
\]

(4.84)

where \( I^{(N_3+1)^3} \) is the identity matrix of size \((N_3 + 1)^3\).

Boundary conditions are incorporated into this formulation through modification of the elements of the system matrices.
4.2.10 Coupling the systems: Discrete case

We now look to couple the discrete one-dimensional horn equation (3.108) (described using the pressure and particle velocity variables, \( p^n_l \) and \( v_{l+1/2}^{n+1/2} \)) with the three-dimensional wave equation (4.65) (described using the acoustic velocity potential \( \psi_{l',y',z'}^{n+1/2} \)). Recall that different grid spacings are being used: \( h \) for the one-dimensional system, and \( h_3 \) for the three-dimensional system. The time step, \( k \), is the same for both systems.

To begin, we must first define the surface \( \Omega_d \) that is a discrete representation of the surface \( \Omega \). One such case is to use a so-called ‘staircased’ approximation [21, 74, 163] given by

\[
\Omega_d = \{(l'_x, l'_y, l'_z) \in \mathbb{Z}^3 \mid \sqrt{l_{x'}^2 + l_{y'}^2} \leq \frac{r_N}{h_3}, l_{z'} = 0\}
\]

where the surface is centred at the origin and \( r_N \) is the radius at the end of the acoustic tube. The number of grid points that lie on \( \Omega_d \) is \( N_\Omega \). Fig. 4.10 illustrates such a staircased approximation in the case of a circular region over a Cartesian grid.

![Figure 4.10: Staircased fitting applied to the interior of a circle, indicated by a blue line. Dots indicate grid points and black lines denote the area they approximate. Red centres denote grid points that lie within the circle, empty centres are those that lie without. The perimeter of the staircased approximation to the circle is indicated by a green line.](image)

Considering \( \Omega_d \) as a boundary results in the following energy balance

\[
\delta_t \mathbf{b}_{3we} + \mathbf{b}_{3we} = -\rho_0 \sum_{l \in \Omega_d} h_3^2 \delta_{l_z} \psi_l \delta_{l_z'} - \psi_l \\
+ \rho_0 \sum_{l \in \Omega_d} h_3^2 \delta_{l_z} \psi_l \delta_{l_z'} - \psi_l 
\]

(4.85)

where the surface \( \Omega_d^- \) is defined by

\[
\Omega_d^- = \{(l'_x, l'_y, l'_z) \in \mathbb{Z}^3 \mid \sqrt{l_{x'}^2 + l_{y'}^2} \leq \frac{r_N}{h_3}, l_{z'} = -1\}
\]

(4.86)
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The numerical energy is now defined using

\[ h_{3\text{we}} = \frac{\rho_0}{2c_0^2} \left( \| \delta \tau_{-\psi} \|_{d(3)} \right)^2 + \frac{\rho_0}{2} \left( \langle \delta \tau_{-\psi}, \psi_{t-\delta \tau_{-\psi}} \rangle_{d(3)} + \langle \delta \tau_{-\psi}, \psi_{t-\delta \tau_{-\psi}} \rangle_{d(3)} \right) \]

which is again non-negative provided \( \lambda_3 \leq 1/\sqrt{3} \). The domain \( \delta_{\tau_{-\psi}}(3) \setminus \Omega_d \) denotes the three-dimensional discrete domain that does not include \( \Omega_d \).

The terms in the right hand side of (4.85) appear to cancel out if left untreated. However, we wish to treat each surface, \( \Omega_d \), and \( \Omega_{d}^\perp \), in a different manner, as in the continuous case: energy is transferred between the acoustic tube and the three-dimensional space over \( \Omega_d \) and a Neumann boundary condition is applied on \( \Omega_{d}^\perp \) using

\[ \delta \tau_{-\psi} = 0, \quad 1 \in \Omega_{d}^\perp \]

so that (4.85) becomes

\[ \delta \tau_{-\psi} + h_{3\text{we}} + b_{3\text{we}} = -\rho_0 \sum_{\ell \in \Omega_d} h_{3\text{we}} \delta \tau_{-\psi} \delta \tau_{-\psi} \]

The summation over \( \Omega_d \) on the right hand side of (4.89) can be written in a vector form so that

\[ \delta \tau_{-\psi} + h_{3\text{we}} + b_{3\text{we}} = -\rho_0 h_{3\text{we}}^2 (\delta \tau_{-\psi} \Psi_{\Omega_d})^T (\delta \tau_{-\psi} \Psi_{\Omega_d}) \]

where \( \Psi_{\Omega_d}^{n+1/2} \) is a column vector of length \( N_\Omega \) whose elements are the values of the acoustic velocity potential grid function that lie on \( \Omega_d \).

We now look to coupling the energy of the acoustic tube to the three-dimensional field. Recalling from (3.114) that the discrete power transfer at the end of the acoustic tube is given by \( \mu_{t+pN} \mu_{z-} (S_{N+1/2} v_{N+1/2}) \) we have

\[ \mu_{t+pN} \mu_{z-} (S_{N+1/2} v_{N+1/2}) = -\rho_0 h_{3\text{we}}^2 (\delta \tau_{-\psi} \Psi_{\Omega_d})^T (\delta \tau_{-\psi} \Psi_{\Omega_d}) \]

Using this expression to combine the energies gives

\[ \delta \tau_{t} + (b_{he} + b_{3\text{we}}) + b_{he} + b_{3\text{we}} = 0 \]

We have shown, separately, that solutions to each system are bounded and combining them in the way presented here does not affect this.

Returning to the power balance (4.91), we can set

\[ \rho_0 \delta \tau_{t} \Psi_{\Omega_d} = \mu_{t+pN} \mathbf{q} \]

where \( \mathbf{q} = [1, ..., 1]^T \) is a column vector of length \( N_\Omega \) that assigns the pressure at the end of the acoustic tube to a point on the surface \( \Omega_d \). Substituting back into our power balance gives

\[ \mu_{t+pN} \mu_{z-} (S_{N+1/2} v_{N+1/2}) = -h_{3\text{we}}^2 \mu_{t+pN} \mathbf{q}^T \delta \tau_{-\psi} \Psi_{\Omega_d} \]

\[ \Rightarrow \mu_{z-} (S_{N+1/2} v_{N+1/2}) = -h_{3\text{we}}^2 \mathbf{q}^T \delta \tau_{-\psi} \Psi_{\Omega_d} \]

These conditions are discrete forms of the continuous coupling conditions (4.50) and (4.51).
4.2.11 Numerical scheme

We now determine the discrete implementation of the coupling between the one-dimensional horn equation and three-dimensional wave equation. First, we rewrite the horn equation at \( l = N \) as

\[
\frac{2S_N}{\rho_0 c_0^2 k} (\mu_{l+1} - 1) p_N + \frac{2}{k} (\mu_{l-} - w_{l-}) S_{N+1/2} v_{N+1/2} = 0
\]  
(4.95)

and the wave equation on \( \Omega_d \) to give

\[
\frac{2\rho_0}{c_0^2 k} \left( \delta_t - \delta_{t-} \right) \Psi_{\Omega_d} - \rho_0 \left( \delta_{x'x'} + \delta_{y'y'} + \frac{\delta_{z'+} - \delta_{z'-}}{h_3} \right) \Psi_{\Omega_d} = 0
\]  
(4.96)

where we have used \( \delta_{z'+} = (\delta_{z'+} - \delta_{z'-})/h_3 \). Multiplying by \( q^T \) and rearranging gives

\[
q^T \left( \left( \frac{2\rho_0}{c_0^2 k} \delta_t + \frac{\rho_0}{h_3} \delta_{x'-} \right) \Psi_{\Omega_d} \right) = q^T \left( \frac{2\rho_0}{c_0^2 k} \delta_t + \frac{\rho_0}{h_3} \left( \delta_{x'x'} + \delta_{y'y'} + \frac{1}{h_3} \delta_{z'+} \right) \right) \Psi_{\Omega_d}
\]  
(4.97)

Using (4.93) and (4.94) yields

\[
\frac{2N_{\Omega_d}}{c_0^2 k} \delta_t - \frac{\rho_0}{h_3} S_N \delta_N = \rho_0 q^T \left( \frac{2\rho_0}{c_0^2 k} \delta_t + \frac{\rho_0}{h_3} \left( \delta_{x'x'} + \delta_{y'y'} + \frac{1}{h_3} \delta_{z'+} \right) \right) \Psi_{\Omega_d}
\]  
(4.98)

where \( \delta_{z'+} = \mu_{l+} p^n_N \) and \( \delta_N v^{n+1/2} = \mu_{l-} \left( S_{N+1/2} v^{n+1/2}_{N+1/2} \right) \).

Combining this equation with that of the altered form of the horn equation (4.95) results in the system of equations

\[
A \begin{bmatrix} \bar{p} \\ S_N \bar{v} \end{bmatrix} = b
\]  
(4.99)

where

\[
A = \begin{bmatrix} \frac{2S_N}{\rho_0 c_0^2 k} & \frac{2}{k} \\ \frac{2N_{\Omega_d}}{c_0^2 k} - \frac{\rho_0}{h_3} \end{bmatrix}, \quad b = \rho_0 q^T \left( \frac{2\rho_0}{c_0^2 k} \delta_t + \frac{\rho_0}{h_3} \left( \delta_{x'x'} + \delta_{y'y'} + \frac{1}{h_3} \delta_{z'+} \right) \right) \Psi_{\Omega_d}^{n+1/2}
\]  
(4.100)

Note that the update (4.99) requires the calculation of the inverse of the \( 2 \times 2 \) matrix \( A \), which, for typical playing conditions, remains constant over time and can be computed outside of the temporal loop.

4.2.12 Simulation results

Simulations were performed at 50 kHz over a duration of 10 s. Two cylinders, both with a length of 1 m, were considered with radii 0.05 m and 0.1 m. In each case, the interior was modelled using the one-dimensional horn equation (4.108). The enclosed volume of air representing the radiation field had a side length of 0.5 m and was terminated with first-order Enquist-Majda absorbing boundary conditions. The one-dimensional model was connected to the volume of air through the surface \( \Omega_d \) which was aligned perpendicularly to the \( z' \) axis. The centre point of \( \Omega_d \) coincided with the centre of the enclosed volume.

This simulation framework allows us to consider some non-physical configurations. Two scenarios were considered for each tube radius. In one case only the radiating surface is considered, and in the other a cylinder is connected to \( \Omega_d \); see Fig. 4.11. In both cases, propagation within the cylinder is modelled in the one-dimensional parts. The difference
between the two is whether enclosed volume of air is affected by the cylinder. The bounding
surface of the cylinder is an extension of the perimeter of Ω_d on the z’ axis and defined using
Neumann boundary conditions.

Input impedances were calculated from the simulations and compared to the frequency
domain expression terminated with the Levine and Schwinger radiation impedance, (4.23), for
cylinders of two different radii; see Fig. 4.12. It is clear from the input impedance magnitude
plots that the embedded systems behave differently from the model terminated with the
Levine and Schwinger radiation impedance. These frequency shifts are shown in Fig. 4.13.
When only the plane Ω_d is present in the enclosed volume of air, the frequencies of the
impedance peaks are, in general, higher than the Levine and Schwinger model. Introducing
the cylinder adjoining Ω_d shifts the peak frequencies down relative to those of the Levine and
Schwinger model. In general, the peak positions for the plane only simulation display a
smaller magnitude deviation than when the cylinder is included in the three-dimensional part
of the problem.

Fig. 4.14 shows the energy evolution of the embedded FDTD system of radius 0.1 m with
only the plane Ω_d in the box. It is clear that energy is exchanged between the acoustic tube
and the air box and vice versa—this model also displays energy storing behaviour as seen in
Figure 4.12: Input impedance magnitudes of two cylinders calculated using the frequency domain expression terminated with the Levine and Schwinger radiation impedance (solid blue) and using the embedded FDTD system with only the plane in the air box (dashed red) and the cylinder in the air box (dotted yellow). Top: Tube radius of 0.05 m. Bottom: Tube radius of 0.1 m.

Figure 4.13: Fractional differences in peak frequency of embedded system using just a plane (red) and with a cylinder in the enclosed volume (yellow) relative to the exact solution terminated with the Levine and Schwinger radiation impedance. Top: Results for a tube of radius 0.05 m. Bottom: Results for a tube of radius 0.1 m.
the network approximation to the Levine and Schwinger model (see Sec. 4.1.2). Energy is also shown to be conserved to numerical precision of the machine. The energy transfer between

![Energy evolution of the embedded FDTD system with only the plane $\Omega_d$ in the enclosed volume of air. Bottom: Deviation in the total stored and lost energy over time.](image)

Figure 4.14: Top: Energy evolution of the embedded FDTD system with only the plane $\Omega_d$ in the enclosed volume of air. Bottom: Deviation in the total stored and lost energy over time.

the acoustic tube and the three-dimensional acoustic field is less than that seen in the network approximation to the Levine and Schwinger model. This is due to the smaller frequency bandwidth available to the three-dimensional Cartesian grid relative to the one-dimensional spatial grid. Since the acoustic tube is excited with a broadband impulse, higher frequencies that cannot travel in the three-dimensional scheme are reflected at the interface, causing a high frequency ringing in the system’s impulse response. These high frequencies should be removed by including the viscous and thermal loss model over the interior of the acoustic tube.

### 4.3 Modelling a full instrument

We now have the ability to model a full instrument, neglecting the player, that can be compared to experimental measurements. The profile of a Smith Watkins trumpet with Kelly Screamer mouthpiece is shown in Fig. 4.15.

![Trumpet bore profile](image)

Figure 4.15: Bore profile of Smith Watkins trumpet.

Input impedance measurements were made by John Chick of the School of Engineering at
the University of Edinburgh, and compared against simulations. The one-dimensional part of
the acoustic tube was simulated using (3.164) and (3.166), with a fourth order Foster
structure. Two cases were simulated. The first used the approximation to the Levine and
Schwinger radiation impedance presented in Sec. 4.1.3 to terminate the acoustic tube. The
second case used the embedded system from Sec. 4.2.11. The final 0.08 m of the instrument
bore, where \( \partial_z S \) is reasonably large, was modelled using the three-dimensional wave equation,
with the majority of the instrument modelled using the same one-dimensional model [78]. In
the three-dimensional system, the walls of the instrument were described using a staircased
approximation and were modelled as rigid boundaries using discrete Neumann boundary
conditions. It should be noted, in general, that at typical audio rates, the staircased
approximation does not reasonably approximate a cylinder if the radius is too small, so care
must be taken when selecting the position at which the embedded system is connected.

Simulations\(^3\) were performed at 100 kHz for a duration of 1 s. Input impedances are
presented in Fig. 4.16 with corresponding peak position and magnitude errors of the
simulations shown in Fig. 4.17. Both models produce similar results at low frequencies.
Above the fifth resonance peak the response of the models changes, with the approximation to
the Levine and Schwinger radiation model producing peaks that are higher in frequency than
those measured. The position of the higher peaks of the embedded system remain close to
those measured experimentally, with an error less than 1 %, whereas the network radiation
model gives a larger error of around 2 %. This matches with the comparison between the
Levine and Schwinger model and the embedded system when applied to a cylinder; the
embedded system always produces peaks of a lower frequency.

![Measured and simulated trumpet input impedances](image)

Figure 4.16: Input impedances of the Smith Watkins trumpet with Kelly Screamer mouthpiece;
measured (black), simulation terminated with network approximation to Levine and Schwinger
radiation impedance (blue), simulation of embedded system (red).

At high frequencies, above the twelfth resonance, the sharpness of the peaks seen in the
experimental measurements reduces. This is also displayed in the embedded system but less
so in the network radiation impedance model. This is most likely due to the plane wave
approximation in the one-dimensional propagation model. In the embedded system, curved

\(^3\)The mouthpiece for this instrument was particularly shallow, so a high spatial, and therefore temporal,
resolution was required.
wavefronts are permitted in the three-dimensional part of the simulation. As the peaks of the experimental input impedance and that calculated from the embedded system become less defined at high frequencies, the network radiation model still displays sharp peaks. Although the error in magnitude of the embedded system appears to be greater than that produced by the network model, the overall behaviour of the system seems to match experiment better.

The run times over the temporal update loop for each simulation are:

- 5.70 s for the RLC termination model
- 1271.56 s for the embedded model

The embedded simulation takes over 200 times longer to perform the temporal update compared to the lumped RLC model. Note that these times do not take in the additional time required to construct the matrices that are used in the temporal update loop.

![Error in peak position](image1)
![Error in peak magnitude](image2)

Figure 4.17: Top: Fractional error in peak position of input impedance of simulations relative to experimental measurement. Bottom: Fractional error in peak magnitude of impedance impedance of simulations relative to experiments. Error in simulation terminated with network approximation shown in blue, error in embedded system shown in red.

### 4.4 Conclusions

This chapter has focussed on the boundary condition at the far end of the acoustic tube that radiates sound into the instrument’s environment. Two approaches to modelling this problem have been presented. One uses a passive network approximation to the classic Levine and Schwinger radiation model, the other directly simulates the three-dimensional acoustic field in the flaring portion of the instrument, whilst the slowly varying part of the system is modelled in one-dimension.

Both models have stable implementations, as shown through energy analysis of the numerical schemes. The network model has the advantage of computational speed, requiring little in terms of storage and computation. The high frequency behaviour of this model, however, begins to diverge from experiments. It also does not give information about how
disturbances behave outside the instrument, requiring additional modelling to determine how the performance space interacts with the instrument.

The embedded system is of a different character. The high frequency resonance behaviour is more similar to that seen in experiments and it is possible to observe the sound field outside of the instrument. The disadvantage is significantly longer computation times.

Higher order structures could be used to improve the accuracy of the network approximation to the Levine and Schwinger radiation model. Alternatively, multiple simulations of propagation in cylinders could be performed using the embedded system and the radiation impedance can be extracted. The parameters of the network model could then be optimised to best fit these radiation impedance models, combining the accuracy of the embedded model with the efficiency of the network model.
Act II

Virtual Instrument
Chapter 5

Towards a complete instrument

“When scientists are asked what they are working on, their response is seldom ‘Finding the origin of the universe’ or ‘Seeking to cure cancer.’ Usually, they will claim to be tackling a very specific problem - a small piece of the jigsaw that builds up the big picture.”
— Martin Rees

The previous chapters of this work have focussed on the fundamental acoustics of the resonator of a brass instrument. We now move on from a static resonator to an instrument that a) is driven by a pressure source supplied by the user and b) whose resonances can be manipulated over time by the user.

The excitation mechanism of an acoustic tube can be described as a reed, regardless of the material it is constructed from. The instruments of the flute family, and certain organ pipes, are excited by an air reed, whilst the rest of the wind instruments use a mechanical reed. There are three main types of mechanical reed exciter [34, 63]: the single reed present in clarinets and saxophones; the double reed present in oboes and bassoons; and the lip reed employed by brass instruments. The lip reed shall be the focus of this work. The reed mechanism excites the air column within the instrument, producing a note near one of the instrument’s resonances. However, for a static bore profile this means there are several gaps in the instrument’s range.

Woodwind instruments (and also some early brass instruments such as the Serpent) have tone holes that modify the effective length of the instrument, thus allowing for additional pitches to be produced by the instrument. As metal working techniques improved, alternative methods to widen the pitch range of brass instruments were developed. Slides, seen in the modern trombone, allowed the player to lengthen the instrument by extending a section of cylindrical tubing. Another technique, which will be investigated in this work, uses valves to divert air flow into a different piece of tubing on the instrument which either lengthens or shortens the air column [35]. This is the most common feature in modern day brass instruments, seen in trumpets, French horns and tubas, to name a few. As well as introducing new notes to the instrument, partial depressing of the valves allows for multiple paths to be present in the instrument that creates some new timbral possibilities.

In this chapter, we introduce the remaining components required for a playable instrument which are used in the environment described in [75, 76]; the next chapter will introduce how
The instrument code is structured as well as how the user designs and controls the instrument. The first section will introduce the lip model used to excite the instrument. This is an active area of research, so many models of varying complexity are available. Here, we discuss a simple outward striking reed model that creates suitable results. The model is presented in the continuous time domain first and then discretised using FDTD methods, followed by a discussion on energy analysis. The subsequent section describes how the instrument’s resonances can be modified using a valve. This model, previously described in [22, 77], is developed from continuity of pressure and volume velocity between three connecting pieces of tubing and is shown to be passive in both the continuous and discrete time domains. The lossless, static system is first discussed followed by the inclusion of boundary layer losses as well as time-varying valve openings.

### 5.1 The lip reed model

The literature of wind instrument excitation mechanisms refers to the exciter as a pressure controlled valve [63]. Since we shall later be discussing the valves that modify the length of the air column, we shall not use this conflicting description, instead calling the exciter a reed. Reed excitation mechanisms are primarily based on lumped masses. The simplest model involves a single mass that is constrained to movement in one-dimension—a damped, simple harmonic oscillator driven by the pressure difference over the lip. In some cases, such as the clarinet reed, the mass of the oscillator can be neglected [149, 151], but work using the full simple harmonic oscillator model can be seen, for example, in [20, 61, 86] in relation to single reed instruments and [1, 17, 47, 142] for applications to brass instruments. Extensions to the reed models include increasing the number of degrees of freedom of the individual mass [2] and modelling the reed as a series of connected masses [139]. Distributed models have been proposed where the reed is modelled as a one-dimensional bar [5]. Changes in the dynamics of the reed upon closure can be included through increasing the reed stiffness [168] or developing more complex models using penalty methods [28]. Many of these extensions have been applied to the clarinet reed; here we shall focus on the lip reed.

As well as the dynamics of the independent reed, the interaction between the reed and the instrument affects the overall output. Three classifications of reed exist, each with their own oscillatory behaviour [63]. An inward striking reed closes as the pressure difference increases slowly and plays below both the reed and instrument resonances. An outward striking reed opens as the pressure increases and plays above the instrument and reed resonances. The sliding door reed closes as the pressure difference is increased and plays below the instrument and reed resonances. The single reed exciter of the clarinet can be classified as an inward striking reed. The lip reed, when modelled using a single degree of freedom, varies between the outward striking and sliding door models depending on the pitch of the note.

Although features of a lip reed, such as the transition between outward striking and sliding door behaviour, require extra degrees of freedom for a full description, they also require additional control parameters that the user must select. As we look towards creating a usable musical instrument, we select the simplest model as our excitation mechanism.
5.1.1 A simple model

Here, we use the outward striking door model of the lip reed; see Fig. 5.1. This model is similar to the clarinet reed model in [20] without the collisions.

\[ p_m \]

\[ y \]

\[ \mu_r, S_r \]

\[ H_0 \]

\[ \Delta p \]

\[ p(t,0) \]

Figure 5.1: Schematic of lip reed.

The dynamics of a reed exciter are described by

\[ \mu_r \frac{d^2 y}{dt^2} + \mu_r \sigma \frac{dy}{dt} + \mu_r \omega_0^2 y = S_r \Delta p \] (5.1)

where \( y(t) \) is the displacement of the reed from equilibrium, \( \sigma \) is a damping parameter, \( \omega_0 \) is the natural angular frequency of the reed, \( S_r \) and \( \mu_r \) are the effective surface area and mass of the lip and

\[ \Delta p = p_m - p(t,0) \] (5.2)

is the pressure difference between the pressure in the mouth, \( p_m \), and the pressure in the instrument mouthpiece, \( p(t,0) \).

Additional expressions are required to couple the reed to the instrument. McIntyre et. al. [113] coupled excitation mechanisms to instruments by convolving the instrument reflection function with the flow that passes through the reed. This was later employed by Adachi and Sato for a trumpet player model [1, 2], among others. Here, we also use the flow passing through the reed to couple to the instrument but without the use of convolution, similar to applications using DWGs [149, 151]. The two approaches can be considered to be doing the same thing, but the method presented here can be considered as an IIR implementation, whereas the convolution would require an infinitely long FIR implementation. The pressure difference over the reed generates a volume velocity given by the Bernoulli equation

\[ U_b = w[|y + H_0|_+ \text{sign}(\Delta p)] \sqrt{\frac{2|\Delta p|}{\rho_0}} \] (5.3)

where \( w \) is an effective width of the reed, \( H_0 \) is the static equilibrium separation, \( \text{sign}(\cdot) \) is the sign operator, and \( [|\cdot|_+ = \max(\cdot, 0) \) which removes any flow when the lips are closed. A volume flow is also generated by the motion of the reed

\[ U_r = S_r \frac{dy}{dt} \] (5.4)

We assume volume velocity is conserved so the total volume of air injected into the

\[ ^1 \text{It is interesting to note some conflict in the early literature on reeds where the experimental data showed different power laws relating the volume flow to the area and pressure difference.} \]

137
5.1.2 Energy analysis

Multiplying (5.1) by the first derivative of \( y \) and rearranging gives

\[
\mu_r \frac{dy}{dt} \frac{d^2 y}{dt^2} + \mu_r \sigma \left( \frac{dy}{dt} \right)^2 + \mu_r \omega_0^2 \frac{dy}{dt} y - \frac{dy}{dt} S_r \Delta p = 0
\]  
(5.6)

Substituting (5.4) into this expression and using (5.5) gives

\[
\mu_r \frac{dy}{dt} \frac{d^2 y}{dt^2} + \mu_r \sigma \left( \frac{dy}{dt} \right)^2 + \mu_r \omega_0^2 \frac{dy}{dt} y + (U_b - Sv|_{z=0}) \Delta p = 0
\]  
(5.7)

Using (5.2) gives

\[
\mu_r \frac{dy}{dt} \frac{d^2 y}{dt^2} + \mu_r \sigma \left( \frac{dy}{dt} \right)^2 + \mu_r \omega_0^2 \frac{dy}{dt} y + \left( U_b \Delta p - Sv|_{z=0} \right) p_m + (U_b + U_r) \Delta p = 0
\]  
(5.10)

Recalling that the power at the input of an acoustic tube is given by

\[ E'_{he} = -pSv|_{z=0} \]  
(5.9)

and neglecting any losses within the acoustic tube or additional boundary conditions gives

\[
\mu_r \frac{dy}{dt} \frac{d^2 y}{dt^2} + \mu_r \sigma \left( \frac{dy}{dt} \right)^2 + \mu_r \omega_0^2 \frac{dy}{dt} y + \frac{dH_{he}}{dt} - Sv|_{z=0} p_m + U_b \Delta p = 0
\]  
(5.10)

Using (2.4) and rearranging produces

\[
\frac{d}{dt} (H_{he} + H_{reed}) + Q_{reed} + P_{reed} = 0
\]  
(5.11)

where

\[
H_{reed} = \frac{\mu_r}{2} \left( \left( \frac{dy}{dt} \right)^2 + \omega_0^2 y^2 \right) \geq 0
\]  
(5.12a)

\[
Q_{reed} = \mu_r \left( \frac{dy}{dt} \right)^2 + w[y + H_0] + \sqrt{\frac{2}{\rho_0}} |\Delta p|^{3/2} \geq 0
\]  
(5.12b)

\[
P_{reed} = -(U_b + U_r) p_m
\]  
(5.12c)

The energy stored in the reed, \( H_{reed} \), and the power dissipated, \( Q_{reed} \), are non-negative. Energy is injected into the system by the player, shown in the term \( P_{reed} \), but there is loss due to damping in the oscillator and due to the coupling between the reed and the instrument.
5.1.3 Numerical scheme

Discrete forms of (5.1)-(5.5) are [20]

\[ \mu_r \delta_{tt} y + \mu_r \sigma \delta_t y + \mu_r \omega_0^2 \mu_t y = S_r \Delta p \] (5.13a)

\[ \Delta p = p_m - \mu_t + p_0 \] (5.13b)

\[ U_b = w[y + H_0] + \text{sign} \left( \Delta p \right) \sqrt{\frac{2|\Delta p|}{\rho_0}} \] (5.13c)

\[ U_r = S_r \delta_t y \] (5.13d)

\[ \mu_z - \left( S_{1/2} v_{1/2} \right) = U_b + U_r \] (5.13e)

where \( y^{n+1/2}, \Delta p^{n+1/2}, U_b^{n+1/2}, \) and \( U_r^{n+1/2} \) are all sampled on the half integer temporal grid. This superscript will be suppressed and assumed to be \( n + 1/2 \) unless otherwise stated for these variables.

Energy analysis

Multiplying (5.13a) by \( \delta_t y \) and rearranging gives

\[ \mu_r \delta_{tt} y + \mu_r \sigma (\delta_t y)^2 + \mu_r \omega_0^2 \delta_t y \mu_t y - S_r \delta_t y \Delta p = 0 \] (5.14)

Using (5.13d) and (5.13e) gives

\[ \mu_r \delta_{tt} y + \mu_r \sigma (\delta_t y)^2 + \mu_r \omega_0^2 \delta_t y \mu_t y + \left( U_b - \mu_z - \left( S_{1/2} v_{1/2} \right) \right) \Delta p = 0 \] (5.15)

and using (5.13b) and (5.13c)

\[ \mu_r \delta_{tt} y + \mu_r \sigma (\delta_t y)^2 + \mu_r \omega_0^2 \delta_t y \mu_t y + U_b \Delta p - \mu_z - \left( S_{1/2} v_{1/2} \right) \left( p_m - \mu_t + p_0 \right) = 0 \] (5.16)

Recalling that the discrete power transfer at the entrance of the acoustic tube is given by

\[ b'_{he} = -\mu_t + p_0 \mu_z - \left( S_{1/2} v_{1/2} \right) \] (5.17)

gives

\[ \mu_r \delta_{tt} y + \mu_r \sigma (\delta_t y)^2 + \mu_r \omega_0^2 \delta_t y \mu_t y + U_b \Delta p - \mu_z - \left( S_{1/2} v_{1/2} \right) p_m + \delta_t \cdot b_{he} = 0 \] (5.18)

Using (3.26a) and (3.26b) gives

\[ \delta_{tt} \left( b_{he} + b_{reed} \right) + \Omega_{reed} + p_{reed} = 0 \] (5.19)

where

\[ b_{reed} = \frac{\mu_r}{2} \left( (\delta_t - y)^2 + \omega_0^2 \mu_t - (y^2) \right) \geq 0 \] (5.20a)

\[ \Omega_{reed} = \mu_r \sigma (\delta_t y)^2 + w[y + H_0] + \sqrt{\frac{2}{\rho_0}} |\Delta p|^{3/2} \geq 0 \] (5.20b)

\[ p_{reed} = - \left( U_b + U_r \right) p_m \] (5.20c)
Again, the stored energy in the reed and power dissipation are non-negative.

**Update for reed coupling**

The update for the reed position is given by

\[ y_{n+3/2} = \alpha_r y_{n+1/2} + \beta_r y_{n-1/2} + \xi_r \Delta p_{n+1/2} \tag{5.21} \]

where

\[ \alpha_r = \frac{4}{2 + k\sigma + k^2\omega_0^2} \]  
\[ \beta_r = \frac{k\sigma - 2k^2\omega_0^2}{2 + k\sigma + k^2\omega_0^2} \]  
\[ \xi_r = \frac{2k^2 S_r}{\mu_r(2 + k\sigma + k^2\omega_0^2)} \]  

To get the pressure difference across the reed (5.13a)-(5.13e) need to be combined, along with appropriate manipulations of the discrete operators. Using

\[ \delta_{tt} = \frac{2}{k} (\delta_t - \delta_{t-}) , \quad \mu_t = k\delta_t + w_{t-} \tag{5.23} \]

allows us to rewrite (5.13a) as

\[ a_1 \delta_t y - a_2 \Delta p - a_3^n = 0 \tag{5.24} \]

where

\[ a_1 = \frac{2}{k} + \sigma + k\omega_0^2 \geq 0 , \quad a_2 = \frac{S_r}{\mu_r} \geq 0 , \quad a_3^n = \left( \frac{2}{k} \delta_{t-} - \omega_0^2 w_{t-} \right) y \tag{5.25} \]

Substituting (5.13d) followed by (5.13e) gives

\[ \frac{a_1}{S_r} (\mu_{z-} (S_{1/2v_{1/2}}) - U_b) - a_2 \Delta p - a_3^n = 0 \tag{5.26} \]

Recall that the lossless horn equation, (3.108), at \( l = 0 \) can be written as

\[ \frac{\bar{S}_0}{\rho_0 c_0^2} \delta_{t+p_0} = -\frac{2}{h} (S_{1/2v_{1/2}} - \mu_{z-} (S_{1/2v_{1/2}})) \tag{5.27} \]

Using \( \delta_{t+} = \frac{2}{k} (\mu_{t+} - 1) \) and using (5.13b) gives

\[ \mu_{z-} (S_{1/2v_{1/2}}) = b_1^n - b_2 \Delta p \tag{5.28} \]

where

\[ b_1^n = S_{1/2v_{1/2}} + \frac{h\bar{S}_0}{\rho_0 c_0^2 k} (p_m - p_0) , \quad b_2 = \frac{h\bar{S}_0}{\rho_0 c_0^2 k} \geq 0 \tag{5.29} \]

Using this expression in (5.26) and substituting (5.13c) gives

\[ -c_1^n \text{sign}(\Delta p) |\Delta p|^{1/2} - c_2 \Delta p + c_3^n = 0 \tag{5.30} \]

where

\[ c_1^n = w[y + H_0] + \sqrt{\frac{2}{\rho_0}} \geq 0 , \quad c_2 = b_2 + \frac{S_r a_2}{a_1} \geq 0 , \quad c_3^n = b_1^n - \frac{S_r a_3}{a_1} \tag{5.31} \]
Dividing by \(-\text{sign}(\Delta p)\) gives the following quadratic equation in \(|\Delta p|^{1/2}\)

\[
c_1^n|\Delta p|^{1/2} + c_2|\Delta p| - \frac{c_3^n}{\text{sign}(\Delta p)} = 0
\]  

(5.32)

Since \(c_1^n, c_2 \geq 0\), real solutions are guaranteed if

\[
sign(c_3^n) = \text{sign}(\Delta p)
\]  

(5.33)

resulting in

\[
|\Delta p|^{1/2} = \frac{-c_1^n \pm \sqrt{(c_1^n)^2 + 4c_2|c_3^n|}}{2c_2}
\]  

(5.34)

Taking the positive solution of the square root term guarantees the solution is positive. The pressure difference is then given by

\[
\Delta p = \text{sign}(c_3^n) \left(\frac{-c_1^n + \sqrt{(c_1^n)^2 + 4c_2|c_3^n|}}{2c_2}\right)^2
\]  

(5.35)

5.1.4 Simulation

Simulations were performed for the lip reed model connected to a lossless cylinder of length 0.5 m and radius 0.005 m, terminated with a Dirichlet boundary condition at the end opposite the reed. The explicit horn equation scheme (3.108) was used to model propagation in the tube. Simulations were performed at 50 kHz and a temperature of 26.85°C. Lip parameters were: \(S_r = 1.46 \times 10^{-5} \text{ m}^2\), \(\mu_r = 5.37 \times 10^{-5} \text{ kg}\), \(\sigma = 5\), \(H_0 = 2.9 \times 10^{-4} \text{ m}\), \(w = 1 \times 10^{-2} \text{ m}\), and \(p_m = 3 \times 10^3 \text{ Pa}\).

Fig. 5.2 shows the reed displacement for \(\omega_0 = 200\pi \text{ rad s}^{-1}\) where no self sustained oscillations occur. In this case, the reed is displaced by a constant amount and no musical note is produced. Fig. 5.3 shows the energy balance of this system, given as an extension of (3.75)

\[
h_{n+1}^{\text{sum}} = \frac{h_{\text{we}}^{n+1} + h_{\text{reed}}^{n+1} - h_{\text{we}}^n - h_{\text{reed}}^n + k \sum_{q=0}^n \Omega_{\text{reed}}^{n+1/2} + p_{\text{reed}}^{n+1/2}}{[h_{\text{we}}^0 + h_{\text{reed}}^0]^2}
\]  

(5.36)

The energy balance is on the order of \(\mathcal{O}(10^{-10})\).

![Figure 5.2: Displacement of the lip reed from equilibrium when no self sustained oscillation occurs.](image-url)
5.2 Valves

As previously mentioned in the introduction to this chapter, the pitch of a note produced by a brass instrument is determined by the coupling between the reed and the instrument’s resonances. The lower resonances of an instrument are separated by large intervals, spanning several musical notes, meaning that the instrument bore profile must be modified to fill in
these gaps. This can be done by changing the length of the air column. In woodwind instruments, tone holes are used to disrupt the pressure field in the tube and change the internal mode shapes. Trombones (and to some extent instruments with tuning slides) adjust the length of the air column by extending a moveable slide to make the instrument longer. Another method of lengthening the air column in a brass instrument is through the use of valves that divert air into longer, or shorter, pieces of tubing.

Simple treatment of changing notes using DWG methods involves storing the individual tube lengths corresponding to different pitches in separate delay lines [47]. However, this
approach does not allow for interactions between tube branches or include transient effects as the system in modified with time. Kemp et. al. [98] presented a time-domain model of an extending trombone slide that included doppler shift, although this was not used for sound synthesis purposes. Models for a single tone hole were presented by Keefe [93] and Dubos et. al. [50]; these have been extended to model the effect of several open tone holes in an instrument in the frequency domain [100] [101] [128] and time domain [20]. Modelling of tone holes has also been performed in three-dimensions by Giordano [68] and in two-dimensions by Allen and Raghuvanshi [4]. The latter team also used their system to model valves, but did not include interactions between the tubes that make up the valve system. Bilbao [22] presented a model that does allow for this interaction and is presented here.

A simplified schematic of a brass instrument valve is shown in Fig. 5.8. Three pieces of tubing are connected at a junction $J$: a main tube feeds into a default tube and a bypass tube. The default tube is the path that airflow can take when the valve is left in the neutral position; the bypass tube is the route air takes when the valve is depressed. This description extracts the most important behaviour but neglects the additional complexity of the bore profile in such valve sections.

![Schematic of a brass instrument valve](image)

Figure 5.8: Schematic of a brass instrument valve. Three pieces of tubing are combined at $J$. The pressure at the junction is the same in each piece of tubing and the total volume velocity flow over the junction is conserved.

It is useful to consider each piece of tubing in its own spatial domain. The superscripts $(m)$, $(d)$, and $(b)$ will refer to variables concerned with the main, default, and bypass tubes. The main tube lies over the spatial interval $D_m = \{z \in \mathbb{R} | 0 \leq z \leq L_m\}$, the default tube over $D_d = \{z \in \mathbb{R} | 0 \leq z \leq L_d\}$, and the bypass tube over $D_b = \{z \in \mathbb{R} | 0 \leq z \leq L_b\}$. The values $L_m$, $L_d$, and $L_b$ are the lengths of the respective pieces of tubing. The junction, $J$, is positioned at $z = L_m$ in $D_m$ for the main tube and $z = 0$ in $D_d$ and $D_b$ for the default and bypass tubes.

At the junction, the pressure is the same in each tube

$$p^{(m)}(t, L_m) = p^{(d)}(t, 0) = p^{(b)}(t, 0) = p^{(J)}(t) \quad (5.37)$$

Volume flow is also conserved across the junction so that

$$S^{(m)}(L_m)v^{(m)}(t, L_m) = S^{(d)}(0)v^{(d)}(t, 0) + S^{(b)}(0)v^{(b)}(t, 0) \quad (5.38)$$
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These boundary conditions are the same as those shown in the coupling of DWGs in [150], although Smith did not use this formulation in the context of valve modelling. The surface areas of the default and bypass tubes at the junction can be written in terms of the surface area of the main tube at the junction

\[ S^{(d)}(0) = q^{(d)} S^{(m)}(L_m), \quad S^{(b)}(0) = q^{(b)} S^{(m)}(L_m) \]  

(5.39)

where \( q^{(d)} \) and \( q^{(b)} \) are control parameters relating to how much the valve is open. The following inequality must hold

\[ q^{(d)} + q^{(b)} \leq 1 \]  

(5.40)

If \( q^{(d)} = 1 \) and \( q^{(b)} = 0 \), air can only flow into the default tube from the junction; nothing passes into the bypass tube. If \( q^{(d)} = 0 \) and \( q^{(b)} = 1 \) then the opposite occurs.

For synthesis purposes, it is suitable to only use the equality

\[ q^{(d)} + q^{(b)} = 1 \implies q^{(b)} = 1 - q^{(d)} = 1 - q \]  

(5.41)

where \( q \) is a valve control parameter. However, for experiments the inequality must be used due to the geometry of the valve—see Fig. 5.9.

Figure 5.9: Overlapping circles representing the junction of a valve. The default (green) and bypass (red) tubes overlap the main tube (blue). However, it is clear that that the total area of the main tube is not covered by the other tubes.

**Energy**

For simplicity, we will only consider the energy at the junction; there is no energy injected at the entrance of the tube at this point. Energy analysis on the main, default, and bypass tubes results in

\[ \frac{dH^{(m)}}{dt} + p^{(m)} S^{(m)} v^{(m)} \bigg|_{z=L_m} = 0 \]  

(5.42a)

\[ \frac{dH^{(d)}}{dt} - p^{(d)} S^{(d)} v^{(d)} \bigg|_{z=0} = 0 \]  

(5.42b)

\[ \frac{dH^{(b)}}{dt} - p^{(b)} S^{(b)} v^{(b)} \bigg|_{z=0} = 0 \]  

(5.42c)
Using (5.44b) and (5.44c) gives

\[ H^{(m)} = \frac{1}{2\rho_0 c_0^2} \| \sqrt{S^{(m)}} p^{(m)} \|_{D_m}^2 + \frac{\rho_0}{2} \| \sqrt{S^{(m)}} v^{(m)} \|_{D_m}^2 \geq 0 \] (5.43a)

\[ H^{(d)} = \frac{1}{2\rho_0 c_0^2} \| \sqrt{S^{(d)}} p^{(d)} \|_{D_d}^2 + \frac{\rho_0}{2} \| \sqrt{S^{(d)}} v^{(d)} \|_{D_d}^2 \geq 0 \] (5.43b)

\[ H^{(b)} = \frac{1}{2\rho_0 c_0^2} \| \sqrt{S^{(b)}} p^{(b)} \|_{D_b}^2 + \frac{\rho_0}{2} \| \sqrt{S^{(b)}} v^{(b)} \|_{D_b}^2 \geq 0 \] (5.43c)

and only the power transfer at the tube junction has been taken into account. Using the pressure condition (5.37) gives

\[ \frac{dH^{(m)}}{dt} + p^{(J)} S^{(m)} v^{(m)} |_{z=L_m} = 0 \] (5.44a)

\[ \frac{dH^{(d)}}{dt} - p^{(J)} S^{(d)} v^{(d)} |_{z=0} = 0 \] (5.44b)

\[ \frac{dH^{(b)}}{dt} - p^{(J)} S^{(b)} v^{(b)} |_{z=0} = 0 \] (5.44c)

Utilising conservation of volume velocity over the junction, (5.38), gives

\[ \frac{dH^{(m)}}{dt} + p^{(J)} \left( S^{(d)} v^{(d)} |_{z=0} + S^{(m)} v^{(m)} |_{z=0} \right) = 0 \] (5.45)

Using (5.44b) and (5.44c) gives

\[ \frac{d}{dt} \left( H^{(m)} + H^{(d)} + H^{(b)} \right) = 0 \] (5.46)

It is clear that the expression \( H^{(m)} + H^{(d)} + H^{(b)} \) is non-negative so coupling of the system in this way results in bounded solutions.

### 5.2.1 Numerical scheme

We now discretise the spatial domains for each tube section. The pressure lies over the spatial grids defined by: \( d_m = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_m \} \) in the main tube, \( d_d = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_d \} \) in the default tube, and \( d_b = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_b \} \) in the bypass tube. The velocity lies over the spatial grids defined by: \( d_m = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_m - 1 \} \) in the main tube, \( d_d = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_d - 1 \} \) in the default tube, and \( d_b = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_b - 1 \} \) in the bypass tube. The number of points in each tube are given, respectively, by \( N_m = \text{floor}(L_m/h_m) \), \( N_d = \text{floor}(L_d/h_d) \), and \( N_b = \text{floor}(L_b/h_b) \), where the spacings \( h_m, h_d \), and \( h_b \) all satisfy the Courant condition but are not necessarily of equal lengths. Temporal indices will be suppressed and are assumed to be at \( n \) for pressure variables and \( n + 1/2 \) for velocity variables, unless otherwise stated. The junction between the tubes lies at \( l = N_m \) in \( d_m \) in the main tube and \( l = 0 \) in \( d_d \) and \( d_b \) for the default and bypass tubes.

The discrete forms of (5.37) - (5.39) are

\[ p_m^{(m)} = p_0^{(d)} = p_0^{(b)} = p^{(J)} \] (5.47a)
\[
\mu_z - S_{N_m+1/2}^{(m)}(t) = \mu_z - S_{1/2}^{(d)}(t) + \mu_z - S_{1/2}^{(b)}(t)
\]

(5.47b)

\[
S_0^{(d)} = q^{(d)} S_N^{(m)}, \quad S_0^{(b)} = q^{(b)} S_N^{(m)}
\]

(5.47c)

The discrete energy in each of the tubes is given by

\[
\delta_{t+} h^{(m)} + p_{N_m}^{(m)} \mu_z - S_{N_m+1/2}^{(m)} = 0
\]

(5.48a)

\[
\delta_{t+} h^{(d)} - p_0^{(d)} \mu_z - S_{1/2}^{(d)} = 0
\]

(5.48b)

\[
\delta_{t+} h^{(b)} - p_0^{(b)} \mu_z - S_{1/2}^{(b)} = 0
\]

(5.48c)

where

\[
h^{(m)} = \frac{1}{2 \rho_0 c_0^2} \left( \parallel S^{(m)} p^{(m)} \parallel \right)_{d_m}^2 + \frac{\rho_0}{2} \left( S^{(m)} v^{(m)}, w_{t-v^{(m)}} \right)_{d_m} \geq 0 \quad \text{if} \quad \lambda_m \geq 1
\]

(5.49a)

\[
h^{(d)} = \frac{1}{2 \rho_0 c_0^2} \left( \parallel S^{(d)} p^{(d)} \parallel \right)_{d_d}^2 + \frac{\rho_0}{2} \left( S^{(d)} v^{(d)}, w_{t-v^{(d)}} \right)_{d_d} \geq 0 \quad \text{if} \quad \lambda_d \geq 1
\]

(5.49b)

\[
h^{(b)} = \frac{1}{2 \rho_0 c_0^2} \left( \parallel S^{(b)} p^{(b)} \parallel \right)_{d_b}^2 + \frac{\rho_0}{2} \left( S^{(b)} v^{(b)}, w_{t-v^{(b)}} \right)_{d_b} \geq 0 \quad \text{if} \quad \lambda_b \geq 1
\]

(5.49c)

Note that we only consider the energy at the junction and neglect any power changes at the far ends.

Using (5.47a) and (5.47b) allows us to combine all of the energies so that

\[
\delta_{t+} \left( h^{(m)} + h^{(d)} + h^{(b)} \right) = 0
\]

(5.50)

The total energy of the system is non-negative, so solutions are bounded.

### 5.2.2 Update for coupling

We have shown that the specific discretisation of the coupling condition between tubes is stable, now look at how to actually implement this scheme. Consider lossless wave propagation to begin with. We can write the pressure FDTD scheme of the horn equation, (3.108), of each tube at the junction as

\[
\frac{S^{(m)}_{N_m}}{\rho_0 c_0^2} \delta_{t+} p^{(m)}_{N_m} + \left( \frac{1}{\rho_m} \left( \mu_z - S_{N_m+1/2}^{(m)} - S_{N_m-1/2}^{(m)} \right) = 0
\]

(5.51a)

\[
\frac{S^{(d)}_{1/2}}{\rho_0 c_0^2} \delta_{t+} p^{(d)}_{1/2} + \left( \frac{2}{\rho_d} \left( S_{1/2}^{(d)} - S_{1/2}^{(d)} \right) = 0
\]

(5.51b)

\[
\frac{S^{(b)}_{1/2}}{\rho_0 c_0^2} \delta_{t+} p^{(b)}_{1/2} + \left( \frac{2}{\rho_b} \left( S_{1/2}^{(b)} - S_{1/2}^{(b)} \right) = 0
\]

(5.51c)

It is clear that this form uses points outside of the domain of the tubes; see Fig. 5.10 for a representation of this. The boundary conditions previously specified allow us to couple the tubes. Using (5.47b) allows us to combine these equations, which, after rearranging, gives

\[
\frac{1}{2 \rho_0 c_0^2} \delta_{t+} p^{(m)}_{N_j} + \frac{h_d}{2 \rho_0 c_0^2} \delta_{t+} p^{(d)}_0 + \frac{h_b}{2 \rho_0 c_0^2} \delta_{t+} p^{(b)}_0 = S^{(m)}_{N_m-1/2}^{(m)} - S^{(d)}_{1/2}^{(d)} - S^{(b)}_{1/2}^{(b)}
\]

(5.52)
Figure 5.10: Schematic of the valve junction on the discrete grids. The pressure at the valve junctions is the same in each tube. There are velocities outside the domain, but these can be removed using continuity of volume velocity over the junction.

Rewriting this expression in terms of the pressure and main tube surface area at the junction using (5.47a) and (5.47c) produces

\[
\left( h_m + h_d q_d^{(d)} + h_b q_b^{(b)} \right) \frac{S_{N_m}^{(m)}}{2 \rho_0 c_0^2} \delta_t + p_{(J)} = S_{N_m-1/2}^{(m)} v_{(m)} - S_{1/2}^{(d)} v_{(d)} - S_{1/2}^{(b)} v_{(b)}
\]

(5.53)

Rearranging to give the value of \( p_{(J),n+1}^{(J)} \) gives

\[
p_{(J),n+1}^{(J)} = p_{(J),n}^{(J)} + \frac{2 \rho_0 c_0^2 k}{S_{N_m}^{(m)} \left( h_m + h_d q_d^{(d)} + h_b q_b^{(b)} \right)} \left( S_{N_m-1/2}^{(m)} v_{(m)} - S_{1/2}^{(d)} v_{(d)} - S_{1/2}^{(b)} v_{(b)} \right)
\]

(5.54)

5.2.3 Recombining tubes

In brass instruments the tubes in the valve sections must recombine to form a single air column, see Fig. 5.11. We define the new variables in the recombined tube using the superscript \((m')\) and go straight into application in the discrete domain. The pressure in this new tube is defined over the discrete domain

\[
d_{m'} = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_{m'} \},
\]

where \( N_{m'} = \text{floor}(L_{m'}/h_{m'}) \), \( L_{m'} \) is the length of the tube, and \( h_{m'} \) is the step size used in the new domain. The velocity is defined over \( d_{m'} = \{ l \in \mathbb{Z} \mid 0 \leq l \leq N_{m'} - 1 \} \). The new junction, \( J' \), combines the default and bypass tubes at \( l = N_d \) in \( d_d \) and \( l = N_b \) in \( d_b \), respectively, to the recombined tube at \( l = 0 \) in \( d_{m'} \).

The boundary conditions concerning pressure and volume velocity, (5.47a) and (5.47b), remain the same. However, implementation is modified since the side of the domain where the unknown points changes, resulting in a change of sign for the volume velocities. The pressure...
Figure 5.11: Schematic of a tube system that splits into two and then recombines back into one tube. Note that modelling of the bypass tube is done by assuming it is straight, its bent appearance in the figure is to show how the default and bypass tubes reconnect.

The update at the recombining junction is given by

\[ p^{(J'),n+1} = p^{(J'),n} - \frac{2 \rho_0 c_0^2 k}{S_0^{(m')}} \left( h_{m'} + h_d q^{(d)} + h_b q^{(b)} \right) \left( S_{1/2}^{(m')} v_{1/2}^{(m')} - S_d^{(d)} v_{N_d-1/2}^{(d)} - S_{N_b-1/2}^{(b)} v_{N_b-1/2}^{(b)} \right) \]  

(5.55)

Profile for default and bypass tubes

The cross-sectional area of the default and bypass tubes require modification at the tube ends on both the pressure and velocity grids. We state examples for the default tube but the discussion extends in the same way for the bypass tube.

On the pressure grid, (5.47c) holds for \( \bar{S}^{(d)} \) at \( l = 0 \) and \( l = N_d \). This is also the case the points on the particle velocity grid so that

\[ S_{1/2}^{(d)} = \bar{S}_{0}^{(d)}, \quad S_{N_d-1/2}^{(d)} = \bar{S}_{N_d}^{(d)} \]  

(5.56)

The remainder of the bore profile on the velocity grid is then sampled directly from the bore. The bore profile on the pressure grid is averaged from the neighbouring points on the velocity grid; see Fig. 5.12.

Figure 5.12: Profile of the default tube. Black dotted lines show the pressure spatial grid, grey dotted lines show the particle velocity grid, solid black lines show the bore profile.

For a real instrument geometry there are extra complications that should be noted. For typical audio sample rates, the length of the default tube section can only contain the
pressures at the junctions and one internal velocity field point. This results in a cylindrical profile with area \( q^d S^m \). Due to the construction of the real instrument valve, the bypass tube has a section at either end that is a similar geometry to the default tube. This part is also cylindrical with areas that are scaled by the bypass tube opening but expand to the actual tube diameter over the interior of the tube.

5.2.4 Junction coupling using lossy propagation

The same boundary conditions can be applied to joining tubes modelled with lossy propagation. For example, the pressure update (3.164) that uses the Foster network approximation becomes

\[
p^{(J),n+1} = a_{N_m}^{(p)} p^{(J),n} \beta^{(J),(p)} \left( S^{1/2} t^{1/2} + S^{1/2} t^{1/2} - S_{N_m}^{(m)} - S_{N_m}^{(m)} \right) + a_{b,N_m}^{(p)} \beta^{(J),q} \left( \sum_{q=1}^{M} \alpha_{q,N_m}^{(p)} \tilde{p}^{(J),q,n} \right) \tag{5.57}
\]

where only the volume velocity constant is modified

\[
\beta^{(J),(p)} = -\frac{\rho_0 c_0^2 n}{S^{(J)} (h_m + q^d h_d + q^b h_b) (1 + E_l G_l)} \tag{5.58}
\]

The updates of the network variables, \( p^{(J)} \) and \( \tilde{p}^{(J)} \), at the junction remain the same as those defined in Chap. 3. At first it seems counter-intuitive that the inclusion of a branching tube to the visctherm model only requires modification of one term. However, for the Zwikk and Kosten model the attenuation processes are essentially local and would not be modified by neighbouring points.

5.2.5 Simulation results

Simulations were performed for the lossless system with tube lengths of \( L_m = 1.3 \text{ m} \), \( L_d = 0.016 \text{ m} \), \( L_b = 0.2 \text{ m} \), and \( L_m' = 1 \text{ m} \). The radii of each tube were 0.05 m. Simulations were performed at a sample rate of 50 kHz and for a duration of 10 s.

Fig. 5.13 shows the energy evolution of the lossless valve system when \( q^d = 0.5 \). Energy is transferred from one tube to the next as the wave propagates along the tube system and energy is conserved to numerical precision of the machine.

Fig. 5.14 shows simulation results for the lossy system using the Foster loss model with \( M = 4 \). Input impedances were calculated for different values of \( q^d \) using the procedure described in Sec. 3.4.3. The equality \( q^b = 1 - q^d \) was used to set the bypass tube opening.

There is a reduction in the frequency of the input impedance peaks as \( q^d \) reduces. For partially open configurations the input impedance peaks lie between the fully open and fully closed configurations and are unevenly spaced. Comparing to the fully open or fully closed configurations, the partially open systems appear to add some additional resonances either by introducing a new impedance peak, shown by the peak around 700 Hz, or by splitting the impedance peaks, such as those below 900 Hz. Modifying the valve opening changes the magnitude and position of these peaks, although the effect is more noticeable above 600 Hz.

\[2\] The results for the lossless system are similar to those presented here. However, using the lossy model gives a clearer indication on the effect of partial valve openings on the input impedance.
Figure 5.13: Top: Energy evolution of the system with $q^{(d)} = 0.5$: total energy (blue), main tube energy (red), default tube energy (yellow), bypass tube (purple), recombined tube (green). Bottom: energy balance for the whole system.

Modifying the resonances of the tube in this way not only changes the available frequencies at which the lip reed can oscillate at but also modifies the timbre of the note produced. The partial valve openings can create multiphonic sounds which will be explored in the next chapter. A short experimental study concerning partially open valves is presented in App. C.
Figure 5.14: Input impedance calculations for the lossy valved tube system for different opening configurations. Top to bottom: Decreasing value of $q^{(d)}$ from 1 to 0 in increments of 0.25.
5.2.6 Time varying valves

We now look to the action of dynamic valves whose openings vary with time. We return to the single acoustic tube that lies over \( D \), whose cross-sectional area, \( S(t, z) \), now varies with time. A suitable model taken from the literature on vocal tract modelling \[134\] is

\[
\frac{1}{\rho_0 c_0^2} \partial_t (Sp) + \partial_t S + \partial_z (Sv) = 0, \quad \rho_0 \partial_t v + \partial_z p = 0 \tag{5.59}
\]

which reduces to the normal horn equation, (2.49), when the cross-sectional area is constant over time. Taking the inner product of the first of (5.59) with \( p \) over the domain \( D \) gives

\[
\frac{1}{\rho_0 c_0^2} \langle p, \partial_t (Sp) \rangle_D + \langle p, \partial_t S \rangle_D + \langle p, \partial_z (Sv) \rangle_D = 0 \tag{5.60}
\]

Employing integration by parts (2.3) and using the second of (5.59) gives

\[
\frac{1}{\rho_0 c_0^2} \langle p, \partial_t (Sp) \rangle_D + \langle p, \partial_t S \rangle_D + \rho_0 \langle \partial_t v, Sv \rangle_D + B_{he} = 0 \tag{5.61}
\]

where \( B_{he} \) is the same boundary term that is present for the static horn equation. This is important as it means that the same boundary conditions discussed in the previous sections can be applied when joining tubes together in valves.

We know that this system reduces to the horn equation when there is no time variation in the surface area so we should expect terms \( \partial_t \| \sqrt{Sp} \|_D^2 \) and \( \partial_t \| \sqrt{Sv} \|_D^2 \) to appear; this makes the derivations slightly easier if we already know what form to expect. Expanding these expressions for the time varying surface area case gives

\[
\partial_t \| \sqrt{Sp} \|_D^2 = \langle \partial_t S, v^2 \rangle_D + 2 \langle Sv, \partial_t v \rangle_D \tag{5.62a}
\]

\[
\partial_t \| \sqrt{Sv} \|_D^2 = \langle \partial_t S, p^2 \rangle_D + 2 \langle Sp, \partial_t p \rangle_D = \langle \partial_t S, p^2 \rangle_D + 2 \langle p, \partial_t (Sp) - p \partial_t S \rangle_D = 2 \langle p, \partial_t (Sp) \rangle_D - \langle \partial_t S, p^2 \rangle_D \tag{5.62b}
\]

Substituting these back into our main energy expression gives

\[
\frac{dH_{he}}{dt} + P_{mov} + B_{he} = 0 \tag{5.63}
\]

where \( H_{he} \) is the normal expression for energy stored in the acoustic tube but now with time varying \( S(t) \)

\[
H_{he} = \frac{1}{2 \rho_0 c_0^2} \| \sqrt{Sp} \|_D^2 + \frac{\rho_0}{2} \| \sqrt{Sv} \|_D^2 \tag{5.64}
\]

and

\[
P_{mov} = \langle \partial_t S, p \rangle_D + \frac{1}{2 \rho_0 c_0^2} \langle \partial_t S, p^2 \rangle_D - \frac{\rho_0}{2} \langle \partial_t S, v^2 \rangle_D \tag{5.65}
\]

**Discrete implementation**

A discrete form of (5.59) is

\[
\frac{1}{\rho_0 c_0^2} \delta_+ (Sp) + \delta_+ S + \delta_- (Sv) = 0, \quad \rho_0 \delta_- v + \delta_+ p = 0 \tag{5.66}
\]
where \( \bar{S}_n^p \) is sampled on the same spatial and temporal grid as the pressure and \( S_{n+1/2}^p \) is sampled on the same spatial and temporal grid as the particle velocity.

The particle velocity update of the system remains as (3.109b) as in Chap. 3. The pressure update for a tube whose surface area varies is given by

\[
p_{l+1}^n = \frac{S_{l+1}^n p_{l+1}^n}{S_{l+1}^n} - \frac{\rho_0 c_0^2 k}{S_{l+1}^n} \left( S_{l+1}^{n+1/2} v_{l+1/2}^{n+1/2} - S_{l-1/2}^{n+1/2} v_{l-1/2}^{n+1/2} \right) - \rho_0 c_0^2 \bar{S}_{l+1} - \bar{S}_l^n \tag{5.67}
\]

At a junction between tubes where the surface areas vary over time, the update is given by

\[
p_{j+1}^{n+1} = \frac{h_m + q^{(d),n} h_d + q^{(b),n} h_b}{h_m + q^{(d),n+1} h_d + q^{(b),n+1} h_b} p_{j}^{n+1} - \rho_0 c_0^2 \left( 1 - \frac{h_m + q^{(d),n} h_d + q^{(b),n} h_b}{h_m + h(d),n+1 h_d + h(b),n+1 h_b} \right) + 2 \rho_0 c_0^2 \left( \bar{S}_{N_{m}}^{(m)} (h_m + q^{(d),n+1} h_d + q^{(b),n+1}) \right) \tag{5.68}
\]

where \( q^{(d),n} \) and \( q^{(b),n} \) are time varying openings of the default and bypass tubes. Note that \( S_{N_{m}}^{(m)} > 0 \) to prevent singularities.

We can define an energy balance by taking the weighted inner product of the first of (5.66) with \( \mu_{t+p} \) over \( d \) to produce

\[
\frac{1}{\rho_0 c_0^2} \langle \mu_{t+p}, \delta_t^+ (\bar{S} p) \rangle_d^+ + \langle \mu_{t+p}, \delta_t+ \bar{S} \rangle_d^+ + \langle \mu_{t+p}, \delta_z- (S v) \rangle_d^+ = 0 \tag{5.69}
\]

Employing summation by parts, (3.28), and substituting the second of (5.66) results in

\[
\frac{1}{\rho_0 c_0^2} \langle \mu_{t+p}, \delta_t^+ (\bar{S} p) \rangle_d^+ + \langle \mu_{t+p}, \delta_t+ \bar{S} \rangle_d^+ + \rho_0 \langle \delta_t, v, S v \rangle_d^+ + b_{he} = 0 \tag{5.70}
\]

where \( b_{he} \) is the power change at the boundaries of the tube previously shown for the horn equation. This is important as it means the coupling conditions between the tubes remains the same, as in the continuous case.

We now investigate the first and third terms of (5.70). Neglecting the factor of \( 1/\rho_0 c_0^2 \), the first term can be expanded as follows

\[
\mu_{t+p} \delta_t+ (\bar{S} p) = \frac{1}{2k} \left( p^{n+1} + p^n \right) (\bar{S}^{n+1} p^{n+1} - \bar{S}^n p^n) = \frac{1}{2k} \left( (\bar{S}^{n+1})^2 (p^{n+1})^2 - \bar{S}^n (p^n)^2 + p^{n+1} p^n (\bar{S}^{n+1} - \bar{S}^n) \right) = \frac{1}{2} \delta_t+ (\bar{S} p^2) + \frac{1}{2} \mu_{t+} \bar{S} (p, w_{t+p}) \tag{5.71}
\]

Neglecting the factor of \( \rho_0 \), the third term of (5.70) can be modified with the addition of
\[
\begin{align*}
\delta_t v_S &= \frac{S_{n+1/2}}{2k} \left( v^{n+3/2}v^{n+1/2} - v^{n+1/2}v^{n-1/2} \right) \\
&= \frac{1}{2k} \left( v^{n+3/2}S_{n+1/2}v^{n+1/2} - v^{n+1/2}S_{n-1/2}v^{n-1/2} + v^{n+1/2}v^{n-1/2} \left( -S_{n+1/2} + S_{n-1/2} \right) \right) \\
&= \frac{1}{2} \delta_t (vw_t - (Sv)) - \frac{1}{2} \delta_t - Sv_w - v
\end{align*}
\]

Using these expressions in our energy derivation results in

\[
\delta_t h_{he} + p_{mov} + b_{he} = 0
\]

where \( h_{he} \) is the normal expression for the energy stored in the horn equation but with time varying \( S \) and \( S_{hne} = 1/2 \rho_0 c_0^2 \left\langle \frac{\sqrt{\langle \nabla (\nabla n) \rangle}}{\rho_0} \right\rangle \) and

\[
p_{mov} = \left\langle \delta_t S, \mu + p \right\rangle + \frac{1}{2\rho_0 c_0^2} \left\langle \delta_t S, pw_t + p \right\rangle - \frac{\rho_0}{2} \left\langle \delta_t - S, vw_t - v \right\rangle
\]

We choose to use

\[
\lambda \leq 1
\]

and

\[
\tilde{S}_t^n = \mu_t - S_t^{n+1/2}
\]

Although we can define an energy balance, which is useful as a debugging tool, determining stability of this numerical scheme is still an open problem.

**Simulation results**

Fig. 5.15 shows the energy for the moving valve system with \( q^{(d)} \) linearly changing from 1 to 0 over 0.1 s, this time with no volume velocity injected into the instrument. It is clear that moving the valves injects energy into the system—the motion of the valve acts as a volume velocity source. However, the energy balance of the system is shown to be conserved.
5.3 Conclusions

This chapter has presented the additional models required to make a virtual brass instrument. A lumped one degree of freedom reed model with outward striking behaviour is chosen as the excitation mechanism for the virtual instrument. This model allows for a relatively small parameter space to produce sounds, whilst maintaining complex coupling behaviour with an acoustic tube. A numerical update is presented for this model along with discrete energy analysis. Simulations are performed that give examples of when the model produces, and also does not produce, self sustained oscillations. The numerical energy appears to vary above machine precision, but this could be a result of rounding errors previously discussed by Torin [163].

Whilst this simple lip reed model restricts the ability to shift whether the instrument plays above or below the instrument resonance, the motion of the reed is still, essentially, sinusoidal. The majority of harmonic generation occurs through the Bernoulli equation, given in (5.3). In terms of the resulting sound, adding additional degrees of freedom will not have much of a perceptible impact on the resulting sound, and will only add to overload the user with additional parameters.

Introducing valves allows for the resonances of the tube to be modified. A static model for a branching and recombining tube is presented with and without viscothermal losses. Boundary conditions that couple the sections of the valve together are derived from conservation of numerical energy, and the schemes are shown to be passive. Examples of input impedances for partially open valve configurations are then presented. The additional paths introduce resonances to the system which modify the timbre of the produced sound. The valve model is then extended to the case of time-varying valves. A numerical update and energy balance is presented, although the determination of stability is left as an open problem.
Chapter 6

A brass instrument synthesis environment

“I dream of instruments obedient to my thought and which with their contribution of a whole new world of unsuspected sounds, will lend themselves to the exigencies of my inner rhythm.” — Edgard Varèse

We now have the individual components required to model a brass instrument: a generator, the lip reed; a variable resonator, the acoustic tube with time-varying valve sections; and a radiator, the radiation model. The next step is to forge these elements together to create a virtual instrument and determine how such an instrument is controlled; this is the subject of this chapter.

In this work brass instrument synthesis is performed using FDTD methods although several other approaches have been used historically to create virtual brass instruments. DWG methods were employed by Cook [47] in the ‘TBone’ workbench and were later implemented in the Yamaha VL1 synthesiser [144]. Modal methods were used in the MoReeSC framework [148], although this is intended for musical acoustics research rather than as a composer’s tool. A convolution modelling method was used in the BRASS project [170], which also included some nonlinear propagation effects. Allen and Raghuvanshi [4] used FDTD methods in a two-dimensional wave simulator to produce woodwind and brass instrument sounds, but they did not present any results for partially open valve configurations.

In this chapter, the structure of the synthesis code is presented. This is followed by a detailed discussion of the input files used to control the instrument along with examples of gestures that can be produced with the environment. A short playability study concludes the chapter. The synthesis environment described here has previously been discussed in [76], with details of the algorithm and code optimisation procedures in [75].

6.1 Structure of code

The synthesis environment was developed in MATLAB by the author and then optimised by James Perry of Edinburgh Parallel Computing Centre at the University of Edinburgh. The
original version used the loss model of Bilbao and Chick along with the RLC radiation impedance [24]. However, the discussion here will be general enough to apply to all of the models presented in this thesis. The general structure of the code is similar to that of Torin [163]; see Fig. 6.1 for a flow chart of this.

Figure 6.1: Structure of the brass instrument synthesis environment. Users specify instrument and score files (in blue rectangle) that are inputs to the code. These input files are then used in the precomputation stage (green rectangle) to calculate system parameters and control streams used in the main loop (red rectangle) where the system variables (acoustic pressure, particle velocity, lip position) are computed. The output (purple rectangle) is generated as a WAV file from the pressure at the end of the instrument.

6.1.1 Input files

The synthesis environment is controlled through separate instrument and score files described in detail in Sec. 6.2. The instrument file defines the instrument bore either from measurements of a real instrument or through a parameterised description of a synthetic bore. The score file indicates how the instrument is played by giving time varying parameters that control the lip dynamics and valve openings.

6.1.2 Precomputation

After selection of the input files, the brass environment precomputes the necessary matrices used in the main loop. This can be separated into several sections.

System parameters

Temporal step size is calculated from the sample rate. Thermodynamic constants are computed from a user selected temperature. Temporal step size and speed of sound are used
to compute a minimum spatial step size that satisfies the Courant condition. The spatial step size is modified so that an integer number of points define the tubes of the instrument.

Control streams

The control parameters, e.g. lip frequencies and valve openings, are given as break point functions in the score files (see Sec. 6.2). Interpolation is therefore required to sample these control parameters on the discrete temporal grid. Modulation of the control streams, if specified by the user, is applied here. The valve opening control stream is examined at this point to restrict values between 0 and 1. If the valve openings lie outside this range they are forced to the nearest limit.

Instrument geometry

If the custom instrument function is selected, the bore profile must be generated at this stage. For a valved instrument, there are multiple pieces of tubing that make up the entire instrument each requiring, in general, a distinct spatial step size for correct representation of the tube length. Using these spatial step sizes, discrete axial distance vectors can be constructed that the instrument bore is sampled on.

Finite-difference matrices

Matrices are constructed that approximate the operators in the PDE system and include effects due to boundary conditions and the shape of the instrument bore. These are used in the temporal loop.

Initialisation

The variables of the system are assigned memory prior to the start of the main temporal loop. Variables associated to propagation are stored in vectors of length equal to the discrete number of points in that domain. Boundary condition terms (lip position and network variables of the radiation model) are stored as single variables, one for each time step required in the individual update expressions.

6.1.3 Main loop

A temporal loop is performed to evolve the state variables at each time step. First, the pressure difference between the mouth and the instrument mouthpiece is computed. This is used to update the lip position and the pressure in the instrument mouthpiece. The pressure along the instrument bore is then updated, either by a loop over the spatial index or by matrix multiplication. The pressure at the radiating end of the instrument is computed and the network variables updated. Finally the particle velocity is updated along the length of the instrument. This process is repeated for the appropriate number of time steps.

In this work, software generated from the C programming language used a loop implementation. MATLAB allows both loop and matrix implementation, and is optimised for the latter.
6.1.4 Output sounds

For sound generation, the output signal is taken as the pressure at the end of the instrument, where the radiation model is applied. The output is normalised by the maximum absolute value of the time series, to avoid any distortion from clipping during playback, and saved as a WAV format file.

6.2 Control of instrument

We now look to how the virtual brass instrument can be controlled through the use of the input files. Users can describe the geometry of the instrument, through the use of the instrument file, and how the instrument is played, though the score file.

6.2.1 The instrument file

The instrument file allows the user to define the instrument geometry along with the sample rate the simulations are performed at and the temperature which defines the thermodynamic constants. Users can either input the profile of a real instrument using position-diameter pairs, or set the parameters that are used to create a custom instrument, discussed below. Positions of the valves are specified along with corresponding lengths of the default and bypass tubes.

Custom instrument function

The custom instrument function allows the user to design an instrument through parametrisation of the bore profile. The instrument as a whole can be split into three main sections: the mouthpiece, the central bore, and a flaring section. The mouthpiece is defined using half a period of a cosine function where the user specifies the length and diameter at the two ends of the mouthpiece. The bell is defined using a power of the axial distance; the user sets this power along with the final tube diameter. The central section of the instrument is defined by a series of concatenated tubes with differing profile set by the user. The choice of profiles is: cylindrical, conical, cosinusoidal ramp (similar to mouthpiece definition), and a sinusoidal bulge. Users specify the length of these sections along with the diameter of the end points. Fig. 6.2 shows three types of profiles in this middle section but in practice users can set as many as required, provided the length of all the sections fits the full length of the instrument.

![Figure 6.2: Example of an instrument constructed using the custom instrument function. Section (a) is the mouthpiece defined using a cosine, (b) a cylindrical segment, (c) is a bulge defined using the square of a sinusoid, (d) a converging conical section, and (e) is the flaring section defined using a power of the axial position.](image)
6.2.2 The score file

The score file determines the overall duration of the simulation along with the time varying parameters used in the control of the instrument. The time varying parameters include the lip parameters (surface area, mass, damping, equilibrium separation, width, oscillation frequency), mouth pressure, and valve openings. Tab. [6.1] shows some example ranges of these control parameters to produce sound for a trumpet, found through a process of trial and error. The control parameters are given as time-value pairs that define a breakpoint function. Valve parameters specify the valve openings as time-value pairs that define a breakpoint function.

<table>
<thead>
<tr>
<th>Score parameter</th>
<th>Typical values for trumpet simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of simulation [s]</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>Effective lip area [m$^2$]</td>
<td>$1.46 \times 10^{-5}$</td>
</tr>
<tr>
<td>Effective lip mass [kg]</td>
<td>$5.37 \times 10^{-5}$</td>
</tr>
<tr>
<td>Lip damping</td>
<td>5</td>
</tr>
<tr>
<td>Lip equilibrium position [m]</td>
<td>$2.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>Effective lip width [m]</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>Lip frequency [Hz]</td>
<td>$400 - 1000$</td>
</tr>
<tr>
<td>Mouth pressure [Pa]</td>
<td>$2.5 \times 10^3 - 5.0 \times 10^3$</td>
</tr>
<tr>
<td>Vibrato amplitude</td>
<td>$0 - 0.05$</td>
</tr>
<tr>
<td>Vibrato frequency [Hz]</td>
<td>$0 - 7$</td>
</tr>
<tr>
<td>Tremolo amplitude</td>
<td>$0 - 0.2$</td>
</tr>
<tr>
<td>Tremolo frequency [Hz]</td>
<td>$0 - 7$</td>
</tr>
<tr>
<td>Noise amplitude</td>
<td>$0 - 0.05$</td>
</tr>
<tr>
<td>Valve opening</td>
<td>$0 - 1$</td>
</tr>
<tr>
<td>Valve modulation frequency [Hz]</td>
<td>$0 - 5$</td>
</tr>
<tr>
<td>Valve modulation amplitude</td>
<td>$0 - 0.5$</td>
</tr>
</tbody>
</table>

Table 6.1: Parameters and typical values used in score file that plays a trumpet.

Modulation functions are also available for lip frequency, mouth pressure and valve openings.

Vibrato (lip frequency modulation) and tremolo (mouth pressure modulation) are controlled by specifying an amplitude and rate of the modulation so that

$$f_{\text{lip}}^n \rightarrow f_{\text{lip}}^n (1 + A_{\text{v}}^n \sin(2\pi f_{\text{v}}^n nk)), \quad p_{m}^n \rightarrow p_{m}^n (1 + A_{\text{t}}^n \sin(2\pi f_{\text{t}}^n nk))$$ (6.1)

where $A_{\text{v}}^n$ and $A_{\text{t}}^n$ are the amplitudes of the vibrato and tremolo, given as fractions of the static values, and $f_{\text{v}}^n$ and $f_{\text{t}}^n$ are the respective modulation frequencies. Noise can be added to the mouth pressure using

$$p_{m}^n \rightarrow p_{m}^n (1 + A_{\text{noise}}^n \theta^n)$$ (6.2)

where $A_{\text{noise}}^n$ is the amplitude of the noise signal given as a fraction of the mouth pressure and $\theta^n$ generates a time series of numbers randomly generated between $-1$ and $1$.

Valve modulation is performed in a different manner—if the valve opening is set to zero, no modulation would occur using the modulation procedure for vibrato and tremolo. Instead,

---

[2]Here, tremolo denotes a loudness modulation rather than the performance direction to play a series of unmetered, repeating notes.
valve modulation is performed by using

\[ q^{(d),n} \rightarrow q^{(d),n} + A_{\text{valve}}^n \sin (2\pi f_{\text{valve}}^n nk) \] (6.3)

where \( f_{\text{valve}}^n \) is the valve modulation frequency and \( A_{\text{valve}}^n \) is the modulation amplitude given in terms of an actual valve opening.

All of the control parameters in the score files can be varied in time. However, in practice the lip area, mass, damping, equilibrium position and width remain constant.

### 6.2.3 Sound examples

We now give some examples of what types of gestures can be performed using the brass instrument synthesis tool. The instrument file was generated from measurements of a Smith Watkins trumpet provided by Dr. John Chick of the School of Engineering at the University of Edinburgh. Valves are positioned at 0.6 m, 0.63 m, and 0.69 m. Default tubes are all of length 0.02 m and bypass tubes are all of length 0.2 m.

Simulations were performed at a sample rate of 50 kHz. Lip parameters (area, mass, damping, equilibrium position, and width) are set to those in Tab. 6.1. Unless otherwise stated, the following parameter choice was used:

- A constant natural lip frequency of 550 Hz
- Pressure in the mouth increased from 0 Pa to \( 5 \times 10^3 \) Pa over \( 10^{-4} \) s.
- Valves are assumed to be open, so the air column does not pass into the bypass tubes.
- No modulation of control parameters.

Peaks in spectrogram plots have been clipped to aid in viewing frequencies that are present in the sound. Yellow colours in the spectrogram denote regions where frequency content is strong, blue regions show where it is weak.

#### Simple gestures

Simple gestures can be performed by modifying the lip frequency to change note pitch or changing the mouth pressure to articulate notes. A linear sweep in lip frequency allows for an assessment of which lip frequencies produce notes when the instrument is in a static configuration. Fig. 6.3 shows the results of a simulation where the lip frequency begins at 220 Hz and linearly increases up to 1000 Hz over a duration of 3 s.
As the lip frequency increases, there is a gradual increase in the frequency of the spectrogram peaks of the produced sound. The spectrogram shows regions where the lips destabilise and then couple to a different instrument resonance; see just after 0.5 s, 1 s and 1.5 s. It should be noted that due to the nonlinear coupling between the reed and the instrument the lip frequency does not equal the fundamental frequency of the produced sound.

Separate notes can be produced through control of the mouth pressure. Fig. 6.4 shows an example where separate notes have been produced by linearly decreasing the end of the note from $5 \times 10^3$ Pa to 0 Pa over 0.1 s. Decreasing the mouth pressure stops the lips from being driven, which in turn stops the instrument producing sound.
Modulating parameters

Fig. 6.5 shows results from a simulation where a vibrato of amplitude 0.05 and frequency of 7 Hz is applied to the lip frequency after 1 s. The peaks of the spectrogram of the output show modulation when vibrato is added to the note.

Figure 6.5: Top: Spectrogram of output sound when vibrato is added to the note after 1 s. Bottom: Lip frequency as a function of time. Lip frequency is constant for first second then modulation is added.

Fig. 6.6 shows simulation results where a tremolo of amplitude 0.2 and frequency of 7 Hz is applied to the mouth pressure after 1 s, with corresponding variations in the note’s loudness shown in the output sound.

Figure 6.6: Top: Time series of output sound when tremolo is added. Bottom: Mouth pressure as a function of time. After the initial increase, the mouth pressure remains constant for the first second, after which the tremolo is added.

Fig. 6.7 shows the effect of adding noise of amplitude 0.05 to the mouth pressure after 1 s. An increase in non-harmonic frequency content is displayed in the spectrogram once noise is added.
These specific examples lie to the more extreme effects of modulation. Simple treatment of these modulating parameters can result in ‘synthetic’ sounds as patterns in the sound are regularly repeated. This is not necessarily a negative result as users may wish to produce these types of sound. However, if the intended result requires something more ‘realistic’, then small variations must be carried out to make the sound constantly evolve. It is easier to do this with the modulating functions than to type out the individual lip frequency and pressure breakpoint functions.

**Valve effects**

Valves can be opened and closed over time to modify the resonances of the instrument. Fig. 6.8 shows the effect of changing the valve openings over time by closing successive valves at 2 s intervals whilst varying the lip frequency from 300 Hz to 700 Hz. Each time a valve is depressed, an additional piece of tubing is added to the air column that lowers the resonances of the instrument. This changes the available frequencies at which the lips couple to the instrument.
Setting the valves in a partially open configuration allows for the production of notes with a multiphonic timbre. Fig. 6.9 shows a comparison of the spectrum of a simulated note played using a fixed lip frequency and a) with all valves open and b) by using the partially open configuration of: \( q^{(d)} = 0.7 \) for the first valve, \( q^{(d)} = 0.5 \) for the second valve, and \( q^{(d)} = 0.2 \) for the third valve.

It is clear from the spectrum plot that the frequency content of the sound is modified when partial valve configurations are used. As the instrument resonances are different for the two valve configurations, the frequencies at which the lip oscillates at are different, despite using the same natural frequency. The magnitude of the spectrum is different for the two configurations, particularly between 2000 Hz and 2500 Hz where the partially open configuration has a lower value. This corresponds to the slightly muted characteristic of the sound produced in the partially open configuration, where there is a low presence of high frequency content.

![Figure 6.9: Spectrum of sounds produced with valves in open configuration (blue) and partially open configuration (red).](image)

Valves can also be modulated over time. Fig. 6.10 shows the result of applying a modulation to the first valve of amplitude 0.25 and frequency 5 Hz, where all valve openings are set to a value of \( q^{(d)} = 0.5 \). As the valve is modulated, small variations in the frequency of the peaks of the spectrogram of the sound are observed.

### 6.2.4 Playability space

We have shown some of the capabilities of the brass instrument environment as a useable instrument. It is worth highlighting some issues to do with playability here.

A simple playability test can be performed by examining combinations of lip frequency and mouth pressure that produce a sustained note from the instrument, whilst keeping the other parameters in the score file constant. The space investigated consisted of lip frequencies between 50 Hz and 1 kHz, spaced at 10 Hz intervals, and mouth pressures between 2.5 kPa and 5.5 kPa, spaced at intervals of 0.5 kPa. The other score parameters were the same as those in Tab. 6.1 Additional inclusion criteria need to be specified as production of a sustained note can take over 1 s for some combinations of lip frequency and mouth pressure. Luce and Clark [110] measured the average transient responses in brass instruments as 0.05 ± 0.02 s. Experiments by Chick et. al. [43] showed that the variations in pitch in an instrument mouthpiece significantly reduce over a period of 0.04 s for a horn of length 1.8 m long. From these suggestions, the inclusion criteria for this test is that the sustained part of
Figure 6.10: Top: Spectrogram of sound produced when first valve is modulated. Bottom: Time series of the first valve opening.

the note occurs in 0.07 s or less; see Fig. 6.11

Figure 6.11: Example of a sound that fits the acceptance criteria. It is clear that the appearance of the repeated cycle that makes up the sustained part of the note occurs before 0.07 s.

Fig. 6.12 shows the playability space using the Smith Watkins trumpet bore. It is clear that there are regions in this space where sounds are not produced. As the mouth pressure increases, the number of lip frequencies that produce notes that fall within the selection criteria increases.

Although this type of study suggest possible combinations of lip frequency and mouth pressure that produce a sustained note, it does not give any information about the pitch of the produced note or its timbre. The particular choice of inclusion criteria eliminates many lip frequency/mouth pressure combinations that can produce a sustained note that takes longer to develop than 0.07 s. These omitted examples could have their note onsets digitally manipulated so that the timing would work in an electronic composition. However, the use of the shorter onset time allows for an objective inclusion criteria that is based on real systems.
6.3 Conclusions

Here we have presented the structure of the synthesis code along with descriptions of the input files. The synthesis code is controlled by an instrument and score file. Real instrument geometries can be specified but users also have the option to create their own custom instruments. All control parameters in the score file can be varied over time to produce a wide variety of gestures.
Act III

Nonlinear Acoustics
Chapter 7

Comparison of nonlinear propagation models

“All science is based on models, and every scientific model comprises three distinct stages: statement of well-defined hypotheses; deduction of all the consequences of these hypotheses, and nothing but these consequences; confrontation of these consequences with observed data.”

— Maurice Allais

A key playing feature of a brass instrument whose bore profile is predominantly cylindrical, such as the trombone, is the change in timbral quality between a note played at piano and forté dynamic levels. This change to what is labelled the ‘brassy’ regime is characterised by the generation of high frequency content in the sound spectrum of a loud note.

The environment presented in Chap. 6 uses a nonlinear coupling between the reed and the instrument; the Bernoulli flow generates additional harmonics beyond the sinusoidal motion of the reed opening. However, the propagation model is linear with frequency dependent losses. It was originally believed the coupling between the reed and the instrument was solely responsible for harmonic generation in brass instruments [10], but Beauchamp [11, 12] suggested that there were additional nonlinearities in the system. The work of Hirschberg et al. [88] discovered the presence of shock waves in trombones which could only be produced by nonlinear propagation within the instrument bore.

Such nonlinear effects allow for classification of brass instruments using an objective brassiness parameter [66, 67] that relates the nonlinear propagation behaviour of the instrument to that of a cylinder. Predictions of the brassiness parameter, however, are dependent on the model used to describe nonlinear propagation. The analysis of such models is inherently difficult, and simplifications have been applied to produce results. These simplifications, however, neglect some important behaviour—this is the subject of this chapter, the outline is as follows.

First, a review of nonlinear wave propagation is performed in the context of brass instrument acoustics. Then the Euler equations for a tube of varying cross-sectional area are presented followed by a discussion on common simplifications used in modelling applications. Two such models from the literature are presented and compared to the Euler equations.
Specific examples are then investigated: the scattering of waves due to changes in cross-sectional area and the interaction between forwards and backwards waves in a cylinder.

### 7.1 History of nonlinear propagation and brassiness

Beauchamp [11, 12] is often credited as the first to investigate the change in timbre when a brass instrument plays at high dynamic levels. He described this using a volume flow dependent low pass filter, whose cutoff frequency increased with dynamic level. However, the mechanism for this process was not described.

Hirschberg et al. [88] presented the first measurements showing a developing nonlinearity within the bore of a trombone, and similar results were later presented by Pandya et al. for the trumpet [130]. At high dynamic levels, a shock wave—a wave with a discontinuity in its profile—was seen to develop as disturbances travelled along the instrument. Importantly, the shock wave was seen to develop in the cylindrical portions of the instrument, indicating that trumpets and trombones, instruments with predominantly cylindrical bore profiles, would experience a developing brassiness as the dynamic level was increased. Instruments with a predominantly conical bore, such as the Saxhorns and Flugelhorns, do not have a developing brassiness as the increasing cross-section reduces the pressure, and therefore the overall nonlinearity in the system. A theoretical value for the distance over which a sinusoidal source develops into a shock in a lossless cylinder is

\[
L_{\text{shock}} \approx \frac{2\gamma P_0 c_{\text{tot}}}{(\gamma + 1)\max (dp_{in}/dt)} \tag{7.1}
\]

where \(P_0\) is atmospheric pressure, \(c_{\text{tot}}\) is the speed of sound in air, and \(\max (dp_{in}/dt)\) denotes the maximum value of the temporal derivative of the driving pressure function.

Since brass instruments behave as radiators at high frequencies, Hirschberg et al. suggested that only the sound heard by the listener was affected by the nonlinearity; the player’s lips only interacted with the linear behaviour of the instrument. This led to several synthesis applications that used a mix of linear and nonlinear propagation models. Thompson and Strong [161] used a linear model of the instrument to simulate its reflection function. This was then used to separate forwards and backwards waves from experimentally measured mouthpiece pressures. The forward wave was then used to excite a nonlinear frequency domain propagation model based on the Burgers equation. A similar approach was adopted by Vergez and Rodet using the Burgers equation [169] and with an artificial distortion parameter [168]. In both cases this system was excited using a simple lip reed model.

Msallam et al. [123] used a nonlinear delay line representation in their synthesis work. As well as applying the nonlinearity to the output produced by a linear model, they also investigated the effect of using a nonlinear propagation model in the cylindrical portions of the resonator which produced more spectral enrichment than applying to only the forwards wave. This work still assumed that forwards and backwards waves were independent of each other. Kausel and Geyer [92] used a similar delay line approach but modified the wave speed based on the local pressure in DWGs to simulate nonlinear wave propagation, thus including some coupling between the waves. Allen and Raghuvanshi [4] used FDTD methods to directly simulate the two-dimensional wave equation to model wind instruments, but the local speed of sound had to be artificially limited to maintain the stability of simulations.
Additional models have been developed to describe nonlinear wave propagation in acoustic tubes. A common thread in these models is the use of separable, or uni-directional, waves. In this work, we will define separable waves as the solutions who travel in one direction only and who do not interact with waves travelling in the opposite direction. Of particular interest are the Burgers model, used, for example, by Lombard et al. [17] [107], and the generalised Burgers model developed by Menguy and Gilbert [114] [115]. Both of these models will be discussed in more detail in Sec. 7.3.1 and 7.3.2 respectively.

An application of these uni-directional theories is the classification of brass instruments in terms of their ‘Brassiness’, defined by an objective Brassiness parameter; see [33, 36, 44, 66, 67]. Experiments in brassiness look at how the spectral centroid, a measure of frequency content, of the wave changes as it propagates through the instrument. The brassiness parameter has been shown to correlate with this spectral enrichment, how the spectral centroid changes during propagation through the instrument, so a higher brassiness parameter will classify an instrument as having a brighter sound.

The calculation of the brassiness parameter requires defining an equivalent cylinder length over which the same amount distortion occurs as in the real instrument. The brassiness parameter is then given as the ratio of this cylinder length to an equivalent cone length that fits the instrument’s resonances. To determine the correct cylinder length requires accurate modelling of the nonlinear processes.

Of course, the development of shock waves is dependent on the shape of the original signal; recent work has returned to investigating this [135].

### 7.2 The Euler equations

A suitable model of nonlinear propagation in acoustic tubes is given by the Euler equations, which are derived from conservation laws. In one-dimension, the Euler equations are given as

\[ \partial_t \rho_{tot} + \partial_z (\rho_{tot} v) = 0 \]  
\[ \partial_t (\rho_{tot} v) + \partial_z (\rho_{tot} v^2) + \partial_z p_{tot} = 0 \]

where the total density and pressure can be decomposed into static and oscillatory contributions so that \( \rho_{tot} = \rho_0 + \rho \) and \( p_{tot} = P_0 + p \), where \( \rho_0 \) and \( P_0 \) are the static components and \( \rho \) and \( p \) are the oscillatory parts. Note that the particle velocity is purely oscillatory; we assume no mean flow.

In this chapter, we shall again consider the finite spatial domain \( z \in \mathcal{D} = \{ z \in \mathbb{R} \mid 0 \leq z \leq L \} \), where the length of the tube \( L \) is considered to be shorter than the shock distance \( L_{shock} \). The temporal domain shall be limited so that \( 0 \leq t < c_0 L \) so as not to include any reflections.

For a tube of varying cross-sectional area, the Euler equations are given by

\[ S \partial_t \rho_{tot} + \partial_z (S \rho_{tot} v) = 0 \]  
\[ \partial_t (S \rho_{tot} v) + \partial_z (S \rho_{tot} v^2) + S \partial_z p_{tot} = 0 \]

\(^{1}\)The Euler equations are usually accompanied by an energy evolution equation. We neglect that here as we will later relate pressure and density, therefore requiring only two PDEs to describe the system.
7.2.1 Adiabatic approximation

If we assume there is no heat transfer in the gas we can use the adiabatic gas law to relate pressure and density:

\[ p_{\text{tot}} = \kappa p_{\text{tot}}^\gamma, \quad \kappa = \frac{P_0}{\rho_0} \]  

(7.4)

This allows us to rewrite (7.3) in terms of the acoustic pressure and velocity:

\[ \partial_t p + v \partial_z p + \gamma (P_0 + p) \partial_z v + \gamma v (P_0 + p) \frac{S'}{S} = 0 \]  

(7.5a)

\[ \partial_v v + v \partial_z v + \frac{1}{\rho_0} \left(1 + \frac{p}{P_0}\right)^{-\frac{1}{\gamma}} \partial_z p = 0 \]  

(7.5b)

It is clear that linearising these equations results in the horn equation, since the linear speed of sound is given by:

\[ c_0 = \sqrt{\frac{\gamma P_0}{\rho_0}} \]  

(7.6)

This is an important feature to point out as the horn equation has been tested against experiments in the linear regime of playing. The Euler equations will therefore behave in a similar manner in the low amplitude limit.

7.2.2 Riemann invariants

The speed of sound in the nonlinear regime is given by:

\[ c_{\text{tot}} = \sqrt{\gamma p_{\text{tot}} \rho_{\text{tot}}} \]  

(7.7)

When using the adiabatic approximation, (7.4), this results in a speed of sound given in terms of the pressure:

\[ c_{\text{tot}} = \sqrt{\frac{\gamma}{\kappa} p_{\text{tot}}} \]  

(7.8)

Replacing the total pressure in (7.5) with this definition of the speed of sound and combining the equations results in

\[ \left(\partial_t + (v \pm c_{\text{tot}}) \partial_z\right) \left\{ v \pm \frac{2}{\gamma - 1} c \right\} = \mp \frac{c_{\text{tot}} v}{S} \frac{dS}{dz} \]  

(7.9)

where \( c \) is the deviation in the speed of sound so that \( c_{\text{tot}} = c_0 + c \). In Chap. 2 similar analysis of the horn equation resulted in (2.51). The terms within \( \{ \} \) of (7.9) are the Riemann invariants of the system. In the method of characteristics, these invariants remain constant as they travel along the characteristic curves defined by the PDE system. In

\footnote{The adiabatic gas law is typically used in the literature of brass instrument modelling. This describes a lossless process, however, when shocks develop the system is no longer lossless [149].}
this case there are two invariants given by

\[ \phi_{\pm} = v \pm \frac{2}{\gamma - 1} c \]  

that travel in individual directions with speeds \( v + c_{\text{tot}} \) and \( v - c_{\text{tot}} \).

Let us first consider a cylinder, so that \( S \) is constant. The system is initialised so that \( \phi^+ \)

is zero and \( \phi^- \) is a continuous, smooth function. This means that only the forwards

propagating wave exists, simplifying the system to

\[ (\partial_t + (v - c_{\text{tot}}) \partial_z) \phi^- = 0 \]  

This describes a propagating wave whose velocity depends on its own initial conditions. This

means that different parts of the wave travel at different speeds, distorting the wave profile; see Fig. 7.1 for an example with an initial sinusoidal profile.

Figure 7.1: Left: A simple wave. Right: An example of distortion applied to the wave (solid line) with the original wave profile shown as reference (dotted line). Arrows show how the wave has been distorted, with positive values sped up, and negative values slowed down.

If this wave is allowed to travel for a sufficiently long period of time, the parts of the wave travelling at a higher velocity will catch up to those that were originally ahead of it. When this occurs, the solution becomes multivalued at the point of overlap and a shock develops.

This creates issues when applying numerical methods to solving the systems both in terms of numerical stability and accuracy, as the shocks cannot be reasonably resolved on any grid; see the text of LeVeque for more on this subject [103].

Now consider the case when both invariants are initialised with smooth functions

\[ (\partial_t + (v \pm c_{\text{tot}})) \phi_{\pm} = 0 \]  

When \( \phi_{\pm} \) are defined to be non-zero in separate regions then we can consider them in the same way as (7.11). However, once they overlap they interact with each other because the particle velocity and deviation in speed of sound are dependent on both invariants

\[ v = \frac{1}{2} (\phi_+ + \phi_-), \quad c = \frac{\gamma - 1}{4} (\phi_+ - \phi_-) \]  

There is now a coupling between the forwards and backwards waves. In the case of a tube with spatially varying bore profile, there is also an additional coupling due to the spatial derivative of the cross-sectional area in (7.9).
7.3 Uni-directional models

We now present two uni-directional nonlinear wave propagation models used in brass instrument modelling: the Burgers model and the generalised Burgers model. Typically these models are presented with terms associated with attenuation due to boundary layer effects, but these have been neglected here so as to focus only on the nonlinear behaviour.

7.3.1 Burgers model

The Burgers model is presented as

\[
\left( \partial_t + \left( \frac{\gamma + 1}{2} v^\pm \pm c_0 \right) \partial_z \right) v^\pm = \pm c_0 v^\pm \frac{dS}{S} \frac{dS}{dz}
\]  

(7.14)

where \( v^\pm(t,z) \) are the forwards and backwards velocity waves, the sum of which gives the total particle velocity \([17, 107]\). The forwards and backwards pressure waves, \( p^\pm(t,z) \), in this model are assumed to be locally dependent on the particle velocity and given by the linear relationship

\[
p^\pm = \pm \rho_0 c_0 v^\pm
\]  

(7.15)

resulting in

\[
\left( \partial_t \pm \left( \frac{\gamma + 1}{2} \rho_0 c_0 \pm c_0 \right) \partial_z \right) p^\pm = \mp c_0 p^\pm \frac{dS}{S} \frac{dS}{dz}
\]  

(7.16)

The model can be seen as a simplification to the Riemann invariants, (7.9), of the Euler equations (in fact, for a single travelling wave solution in a cylindrical tube, this is the result given by the Euler equations). The wave velocity is modified using the method of characteristics

\[
v^\pm c_{tot} \rightarrow \frac{\gamma + 1}{2} v^\pm \pm c_0
\]  

(7.17)

see [51]. The cross-sectional area term on the right hand side of (7.14) can then be seen as neglecting higher order values of Mach number (see Sec. 7.3.2).

In [17] and [107] the travelling wave equation (7.14) is described as the Menguy-Gilbert model, discussed in the next section as the generalised Burgers model. This is not exactly the case: there are differences between the propagation terms of the two models and they are identified as distinct from each other in [112]. There is a similar presentation of the Burgers model in [66] to (7.16), but this citation includes a multiple of 1/2 on the right hand side of the equation. This is not present in [17, 106], therefore the models are considered as distinct.

7.3.2 Generalised Burgers model

The generalised Burgers model for propagation in acoustic tubes was first presented in [115] for cylindrical tubes and was extended in [114] for tubes with a varying cross-sectional area.

This model is constructed by nondimensionalising the Euler equations using the Mach number

\[
M = \frac{|v|_{\text{max}}}{c_0}
\]  

(7.18)

where \(|v|_{\text{max}}\) represents the maximum absolute value of the particle velocity. The Mach number is a measure of the nonlinearity of the system. For musical acoustics applications it is
assumed that $M \ll 1$ so that the system can be described as weakly nonlinear. Nondimensionalising the system using this parameter allows for simplifications, usually that terms of $O(M^2)$ and above are neglected. This has the equivalent effect of linearising the right hand side (7.9) to be

$$
(\partial_t + (v \pm c)\partial_z) \left\{ v \pm \frac{2}{\gamma - 1} c \right\} = \mp \frac{c_0 v}{S} \frac{dS}{dz}
$$

(7.19)

The waves are still coupled via the propagation speed and the change in cross-sectional area, but the scattering occurs in a linear fashion.

After normalising the system, the Method of Multiple Scales (MMS) perturbation method is applied to develop a series of PDEs in a transformed coordinate system. The specific details of this perturbation method are out with the scope of this work but a brief discussion is required here; for more information on MMS see the text of Nayfeh [126] and the publications of Menguy and Gilbert [114, 115].

Perturbation methods assume that nonlinear behaviour can be included by introducing a small modification to known solutions to a similar linear system. For a nonlinear equation that does not have analytical solutions, we begin with a linear equation with similar properties and that has a known solution $f_l(t, z)$. The solution to the linear equation is modified by adding an additional perturbation function, $f_p(t, z)$, so that an approximation to the solution of the nonlinear system is

$$
f_{nl} \approx f_l + M f_p
$$

(7.20)

where it is common practice in fluid mechanics problems to use the Mach number as a weighting for the perturbation function. This combined solution can then be substituted into the nonlinear PDE system, which, by gathering like terms of powers of $M$, can be reduced to a simpler ODE system.

As well as introducing a perturbation to the solution, MMS uses transformed coordinates to separate the behaviour of the system into slow and fast scale processes. The fast scale processes are those that happen locally, such as the main propagation of waves within the fluid. The slow scale processes require larger time scales to become noticeable, such as the gradual distortion of the wave profile. As the change in cross-sectional area is assumed to be small, this effect is also treated as a slow scale process in the generalised Burgers model for wave propagation in acoustic tubes. By making this assumption, we are left with just the wave equation as the linear part of the problem, not the horn equation, which always results in separable wave solutions. The perturbed part of the solution then shows how these waves are distorted and how the magnitude is scaled by the cross-sectional area. This means that the wave coupling is completely neglected and no scattering is included in the model. In the normalised, modified coordinate system, the generalised Burgers model is presented as

$$
\partial_\sigma q^\pm = \pm q^\pm \partial_{\theta^\pm} q^\pm + \frac{q^\pm}{2S} \frac{dS}{d\sigma}
$$

(7.21)

where $q^\pm(\sigma, \theta^\pm)$ are the forwards and backwards travelling wave variables, treated as non-dimensionalised pressure waves, $\sigma = \omega_{2/n}^{-1}$ is a scaled length coordinate and $\theta^\pm = \omega \left( t \mp \frac{z}{c_0} \right)$ are the characteristic variables of the waves. It should be noted that in [114, 115], the angular frequency is is used as a normalisation parameter to describe effects
related to boundary layer losses that are neglected in this chapter; in practice, $\omega$ appears as a multiple of each term in the equation so can be factorised. To return to the normal time and space coordinates we use

$$\sigma_t = \frac{2}{\omega(\gamma + 1)} (c_0 \sigma_z \pm \sigma_t), \quad \sigma_{\theta z} = \frac{\sigma_t}{\omega}$$  \hspace{1cm} (7.22)$$

which gives

$$\left(1 - \frac{\gamma - 1}{2} q^\pm\right) \sigma_t \pm c_0 \sigma_z q^\pm = - \frac{c_0 q^\pm dS}{2S} \frac{dS}{dz}$$  \hspace{1cm} (7.23)$$

The form of this wave equation is again different to the Euler equations. The nonlinearity is now a multiple of the temporal derivative, whereas it appears as a multiple of the spatial derivative in the Euler equations and the Burgers model. The sign of the cross-sectional area term on the right hand side is always negative, whereas it changes sign depending on the direction of wave propagation in the Euler and Burgers equations.

The wave variables, $q^\pm$, are related to the pressure and velocity by

$$p^\pm = \rho_0 c_0^2 q^\pm, \quad v^\pm = \pm c_0 q^\pm$$  \hspace{1cm} (7.24)$$

The generalised Burgers equations can then be written in terms of pressure waves as

$$\left(1 - \frac{\gamma - 1}{2} \rho_0 c_0^2 p^\pm\right) \sigma_t \pm c_0 \sigma_z p^\pm = - \frac{c_0 p^\pm dS}{2S} \frac{dS}{dz}$$  \hspace{1cm} (7.25)$$

### 7.4 Propagation behaviour in different models

It is clear there are differences between the Euler, Burgers, and generalised Burgers equations described in the previous section. The primary difference is that the Burgers and generalised Burgers models permit separable travelling wave solutions in all cases, whereas the Euler equations only permit these solutions under specific configurations.

It is clear that the Euler equations reduce to the Burgers equations for the case of a single travelling wave in a cylinder. However, when two travelling waves exist the two models differ as the Burgers model neglects the coupling of the two waves through the local wave speed.

The generalised Burgers model is significantly different from the Euler equations for a single travelling wave in a cylindrical tube as the nonlinearity is present in the time derivative instead of the spatial derivative.

In tubes of varying cross-section, both the Burgers and generalised Burgers equations differ from the Euler equations as they neglect any wave scattering in the tube. Ultimately, we must utilise numerical methods to study the difference between each model.

#### 7.4.1 Numerical methods

We can compare the individual nonlinear acoustic tube models by using FDTD methods.

For the Euler equations we use the interleaved grids for pressure and velocity presented in
At present, it is not possible to show that this scheme is stable. However, when linearised, the form of (7.28b) at these points in space is

$$p_l^{n+1} = p_l^n - \frac{k}{\rho_0 h} \left( p_{l+1}^{n+1} - p_{l-1}^{n+1} \right) \left( v_{l+1/2}^{n+1/2} + v_{l-1/2}^{n+1/2} + v_{l+1/2}^{n-1/2} + v_{l-1/2}^{n-1/2} \right)$$

which results in the following update equations

$$p_l^{n+1} = p_l^n - \frac{k}{\rho_0 h} \left( p_{l+1}^{n+1} - p_{l-1}^{n+1} \right) \left( v_{l+1/2}^{n+1/2} + v_{l-1/2}^{n+1/2} + v_{l+1/2}^{n-1/2} + v_{l-1/2}^{n-1/2} \right)$$

$$v_{l+1/2}^{n+1/2} = v_{l+1/2}^{n-1/2}$$

At present, it is not possible to show that this scheme is stable. However, when linearised, scheme (7.28) can be seen as the temporal average of the explicit scheme for the horn equation, (3.108). We therefore use the same relationship between the length spacing and the time step, $\lambda = c_0 k / h$. Convergence tests show consistency of scheme (7.28) over regions where a shock has yet to develop.

At $l = 0$ and $l = N$, the update for the velocity, (7.28b), requires points that lie outside of the domain. Rather than constructing additional boundary conditions, we use the linearised form of (7.28b) at these points in space

$$v_{l+1/2}^{n+1/2} = v_{l+1/2}^{n-1/2}$$

The Burgers and generalised Burgers equations will use the following grid function to approximate the forwards pressure wave

$$p_l^{n+1} \approx p^+(nk, lh)$$

Typically, one-way advection equations would be implemented using upwind methods. However, these schemes are uncentered; we wish to use centred schemes to match the form used for (7.28). The discrete form of the forwards Burgers pressure wave equation,
is given by
\[\delta_t p^+ + \left(\frac{\gamma + 1}{2\rho_0 c_0} p^+ + c_0\right) \delta_z p^+ = -c_0 p^+ \frac{\delta_z - S}{S}\] (7.32)
resulting in the following update
\[p_{l,t}^{+\text{n}+1} = p_{l,t}^{+\text{n}+1} - \frac{k}{h} \left(\frac{\gamma + 1}{2\rho_0 c_0} p_{l,t}^{+\text{n}} + c_0\right) (p_{l+1,t}^{+\text{n}} - p_{l-1,t}^{+\text{n}}) - \frac{2c_0k}{h} - p_{l,t}^{+\text{n}} \frac{S_{l+1/2} - S_{l-1/2}}{S_l}\] (7.33)

The generalised Burgers equation is discretised using
\[\delta_t p^+ + \left(\frac{\gamma - 1}{2\rho_0 c_0} p^+ + c_0\right) \delta_t p^+ + c_0 \delta_t p^+ = -\frac{c_0 p^+ \delta_z - S}{2 S}\] (7.34)
resulting in the update
\[p_{l,t}^{+\text{n}+1} = p_{l,t}^{+\text{n}+1} - \frac{c_0k}{h} \left(1 - \frac{\gamma - 1}{2\rho_0 c_0} p_{l,t}^{+\text{n}}\right)^{-1} (p_{l+1,t}^{+\text{n}} - p_{l-1,t}^{+\text{n}} + p_{l,t}^{+\text{n}} \left(\frac{S_{l+1/2} - S_{l-1/2}}{S_l}\right))\] (7.35)

Again, at \(l = 0\) and \(l = N\), the schemes for the Burgers equation, (7.32), and the generalised Burgers equation, (7.35), require points outside of the domain. However, in this work the systems will always be excited by a pressure source at the boundaries, so we need not consider additional numerical boundary conditions.

### 7.4.2 Simulation results

Simulations were performed at a sample rate of 100 kHz in a tube of length 4 m. At \(l = 0\), the pressure in each model was excited using a Hann pulse of width \(T_{\text{Hann}} = 1/300\) s.

\[p_0^+ = A_{\text{in}} p_{0,\text{Hann}}^+, \quad p_{0,\text{Hann}}^+ = \begin{cases} 0.5 \left(1 - \cos \left(\frac{2\pi n}{K_{\text{Hann}}}\right)\right), & 0 \leq n \leq K_{\text{Hann}} \\ 0, & n > K_{\text{Hann}} \end{cases}\] (7.36)

where \(A_{\text{in}}\) is the maximum excitation of the input signal and \(K_{\text{Hann}} = \text{floor}(T_{\text{Hann}}/k)\) is the number of time steps corresponding to the width, \(T_{\text{Hann}}\), of each pulse.

Each model used the same spatial step size calculated using a Courant number of \(\lambda = 0.9\). This choice of Courant number was used to reduce the risk of instability in the simulations. A linear simulation using the explicit FDTD scheme for the horn equation, (3.108), was also performed under the same conditions for comparison.

Figs. 7.2-7.5 show snapshots of wave propagation simulated using the models described above under different configurations. Fig. 7.2 shows propagation in a cylinder using \(A_{\text{in}} = 0.03 P_0\). This corresponds to the upper pressures used in the spectral enrichment and brassiness investigations by Campbell et al. [33, 36, 67, 125]. The Euler and Burgers models behave identically, showing some wave steepening as the disturbance propagates along the tube. The generalised Burgers model shows little steepening relative to the linear propagation model.
Figure 7.2: Propagation of a Hann pressure pulse of width $1/300$ s and amplitude 3 % of atmospheric pressure in a cylindrical tube modelled using the Euler equations (blue), Burgers equation (dashed red), generalised Burgers equation (dash-dot yellow), and the linear horn equation (dotted purple). Labels above peaks denote corresponding time steps.

Higher excitation pressures up to 4 % of atmospheric pressure are used in the investigations of Hirschberg et al. [88] and Rendon et al. [136]. Fig. 7.3 shows simulations of wave propagation in a cylinder excited with a signal whose maximum amplitude is $A_{\text{max}} = 0.05P_0$. This excitation amplitude is used in subsequent simulations. Again, the Euler and Burgers models behave identically. The generalised Burgers model displays some wave steepening but not to the same extent as the other nonlinear models.

Simulations using an exponential horn profile with flaring parameter $\alpha = 0.5 \text{ m}^{-1}$ and opening radius of $r_0 = 0.01 \text{ m}$ are shown in Fig. 7.4. We recall the surface area of an exponential horn is given by

$$S = S_0e^{\alpha z} \quad (7.37)$$

There is more variation between the models when there is a change in cross-sectional area. The simulation using the Burgers model shows a larger reduction in the value of the pressure as it propagates along the horn. The generalised Burgers model appears to have reduced a similar amount as the Euler and linear horn equations, but again does not show a great deal of distortion. There is a small amount of scattering present in the simulations using the Euler and linear horn equations caused by the change in cross-sectional area. This isn’t present in
the simulations using the Burgers and generalised Burgers models as these models are uni-directional and don’t include any transfer of energy between the forwards and backwards waves.

Figure 7.4: Propagation of a Hann pressure pulse of width 1/300 s and amplitude 5 % of atmospheric pressure in an exponential horn with flaring parameter $\alpha = 0.5$ m$^{-1}$ modelled using the Euler equations (blue), Burgers equation (dashed red), generalised Burgers equation (dash-dot yellow), and the linear horn equation (dotted purple). Labels above peaks denote corresponding time steps.

Simulations for an exponential horn with a larger flaring parameter, $\alpha = 1$ m$^{-1}$, are shown in Fig. 7.5. The reduction in pressure profile of the Burgers model is greater in this configuration than in the previous case. The wave simulated using the generalised Burgers model is slightly larger in amplitude than the Euler and horn equation simulations, which are of similar magnitude and display the same scattering behaviour.

Figure 7.5: Propagation of a Hann pressure pulse of width 1/300 s and amplitude 5 % of atmospheric pressure in an exponential horn with flaring parameter $\alpha = 1$ m$^{-1}$ modelled using the Euler equations (blue), Burgers equation (dashed red), generalised Burgers equation (dash-dot yellow), and the linear horn equation (dotted purple). Labels above peaks denote corresponding time steps.

7.5 Effect of varying bore profile on linearised models

The simulation results presented in Figs. 7.4 and 7.5 show significant differences between the models when there is a change in cross-sectional area. We can investigate these effects further by performing dispersion analysis on the linearised forms of the Euler, Burgers, and generalised Burgers equations. We return to the domain of positive real numbers for time so
that \( t \in \mathbb{R}^+ \).

As noted earlier, the Euler equations, (7.5), reduce to the horn equation, which, we recall is given in transmission line form as

\[
\text{Model 1 : } \partial_t p + \rho_0 c_0^2 \partial_z v + \frac{\rho_0 c_0^2 v}{S} \frac{dS}{dz} = 0, \quad \partial_t v + \frac{1}{\rho_0} \partial_z p = 0 \quad (7.38)
\]

Linearising the Burgers model, (7.14), and using the linear relation between pressure and velocity, (7.15), results in

\[
\text{Model 2 : } \partial_t p + \rho_0 c_0^2 \partial_z v + \frac{\rho_0 c_0^2 v}{S} \frac{dS}{dz} = 0, \quad \partial_t v + \frac{1}{\rho_0} \partial_z p + \frac{p}{\rho_0 S} \frac{dS}{dz} = 0 \quad (7.39)
\]

Linearising the generalised Burgers model, (7.23), and using the relation between the forwards and backwards wave variables to pressure and velocity, (7.24), produces

\[
\text{Model 3 : } \partial_t p + \rho_0 c_0^2 \partial_z v + \frac{c_0 p}{2S} \frac{dS}{dz} = 0, \quad \partial_t v + \frac{1}{\rho_0} \partial_z p + \frac{c_0 v}{2S} \frac{dS}{dz} = 0 \quad (7.40)
\]

We have already shown in Chap. 2 that Model 1 does not permit separable wave solutions when there is a change in cross-sectional area. Model 2 can be rewritten in the form of a wave equation with wave variable \( Sp \)

\[
\partial_{tt} (Sp) - c_0^2 \partial_{zz} (Sp) = 0 \quad (7.41)
\]

The effect of the surface area for this model is to scale the pressure (or particle velocity) but does not create any scattering effects. This is clear when using the scaled pressure.

\[
\tilde{p} = Sp \implies \partial_{tt} \tilde{p} - c_0^2 \partial_{zz} \tilde{p} = 0 \quad (7.42)
\]

where \( \tilde{p} \) is the conserved quantity.

Model 3 can be rewritten in two separate advection equations using the variables \( q^+ \) and \( q^- \)

\[
\partial_t \left( \sqrt{S} q^+ \right) + c_0^2 \partial_z \left( \sqrt{S} q^+ \right) = 0, \quad \partial_t \left( \sqrt{S} q^- \right) - c_0^2 \partial_z \left( \sqrt{S} q^- \right) = 0 \quad (7.43)
\]

Again, there is no scattering due to the a change in cross-sectional area which only has the effect of scaling the wave variables. However, this scaling is different depending on which direction the wave is travelling in. Defining new scaled wave variables

\[
\tilde{q}^+ = \sqrt{S} q^+, \quad \tilde{q}^- = \sqrt{S} q^- \quad (7.44)
\]
we can construct another wave equation
\[ \partial_{tt}\tilde{q} - c_0^2\partial_{zz}\tilde{q} = 0 \] (7.45)

where \( \tilde{q} = \tilde{q}^+ + \tilde{q}^-\) is the conserved quantity. In this case, the process to retrieve the original wave variables is different for the forwards and backwards waves.

Immediately it is clear that the effect of scattering due to changes in the tube cross-section are neglected in models 2 and 3.

### 7.5.1 Dispersion analysis

Dispersion analysis can be performed on models 1-3 using an exponential horn. The system equations become:

Model 1
\[
\partial_t p + \rho_0 c_0^2 \partial_z v + \rho_0 c_0^2 \alpha v = 0, \quad \partial_t v + \frac{1}{\rho_0} \partial_z p = 0
\] (7.46)

Model 2
\[
\partial_t p + \rho_0 c_0^2 \partial_z v + \rho_0 c_0^2 \alpha v = 0, \quad \partial_t v + \frac{1}{\rho_0} \partial_z p + \frac{\alpha p}{\rho_0} = 0
\] (7.47)

Model 3
\[
\partial_t p + \rho_0 c_0^2 \partial_z v + \frac{c_0 \alpha p}{2} = 0, \quad \partial_t v + \frac{1}{\rho_0} \partial_z p + \frac{c_0 \alpha v}{2} = 0
\] (7.48)

Assuming harmonic solutions of the form
\[ p = e^{j\omega t} e^{j\beta z} \] (7.49)

allows for the determination of the dispersion relations.

The dispersion relation for Model 1, which we recall from Chap. 2 Sec. 2.3.1, is
\[
\beta_1 = j\alpha \pm \sqrt{\frac{4}{2} \left( \frac{\omega}{c_0} \right)^2 - \alpha^2}
\] (7.50)

with phase and group velocities
\[
v_{p1} = \pm \frac{2\omega}{\sqrt{4 (\omega/c_0)^2 - \alpha^2}}, \quad v_{g1} = \pm \frac{c_0^2 \sqrt{4 (\omega/c_0)^2 - \alpha^2}}{2\omega}
\] (7.51)

We recall that for Model 1, dispersion analysis shows that a) there is a cutoff frequency, \( \alpha c_0/2 \), below which waves cannot propagate, and b) that different frequency waves travel at different velocities due to the flaring parameter.

The dispersion relation for Model 2 is given by
\[
\beta_2 = j\alpha \pm \frac{\omega}{c_0}
\] (7.52)

with phase and group velocities given by
\[
v_{p2} = v_{g2} = \pm c_0
\] (7.53)
A similar dispersion relation is found for Model 3

\[ \beta_3 = \pm \frac{j\alpha}{2} \pm \frac{\omega}{c_0} \]  

(7.54)

with phase and group velocities given by

\[ v_{p3} = v_{g3} = \pm c_0 \]  

(7.55)

It is clear that wave solutions to models 2 and 3 do not display any dispersion due to the change in cross-sectional area. There is also no cutoff frequency in these models, meaning that the low frequency behaviour of models 2 and 3 is very different to that of Model 1.

The imaginary part of \( \beta_2 \) is twice the value in \( \beta_1 \) meaning that waves modelled using Model 2 will see a greater reduction in amplitude due to the increase in tube cross-section, as shown in the simulations in Figs. 7.4 and 7.5.

The magnitude of the imaginary part of \( \beta_3 \) is the same as in \( \beta_1 \), but there is a change in sign for the first solution, corresponding to a solution travelling in the negative z direction. Considering \( \alpha > 0 \), this means that the backwards solution is travelling into a contracting tube. For Model 1, we would expect the pressure to increase as it is concentrated over a smaller surface area. However, for Model 3, the opposite happens and the acoustic pressure reduces.

### 7.5.2 Input impedances

The input impedances predicted by the linear models 1-3 can be calculated using their corresponding dispersion relations, in the same manner as presented in Chap. 2, Sec. 2.3.4.

Fig. 7.6 shows the input impedances calculated using each model for an exponential horn of length 1 m and flaring parameter 1 m\(^{-1}\) terminated with a Dirichlet boundary condition.

The input impedance calculated using Model 1 has already been discussed in Chap. 2; we recall that the lower resonance peaks are raised in frequency relative to those of a cylinder of the same length. Models 2 and 3 do not exhibit this shift in lower resonances, in fact they are the same frequency as those of a cylinder. Whereas Model 2 still shows well defined peaks, the resonances of Model 3 are not sharply defined and tend to flatten out as the flaring parameter is increased.

\[^3\text{Note that we are discussing actual dispersion in the model, not any numerical dispersion created by a FDTD scheme.}\]
Figure 7.6: Input impedances calculated using models 1-3 for an exponential horn of length 1 m and flaring parameter 1 m\(^{-1}\) terminated with a Dirichlet boundary condition. Dashed black lines show the resonance frequencies of a cylinder of similar length.

7.6 Effect of coupling of forwards and backwards waves in a cylinder

We now look to investigate the importance of two waves interacting with each other in a cylinder caused by the nonlinearity in the Euler model. Consider a cylinder of length \(L < L_{\text{Shock}}\) that is excited at both ends by a pressure signal. We assume a finite time so that \(0 \leq t < c_0L\). At either end, the excitations can either have the same sign, a configuration we label ‘Test 1’, or the opposite sign, ‘Test 2’; see Fig. 7.7. Taking a pressure measurement at some point along the tube after the waves have crossed over each other allows for comparison between the two scenarios. If there is little or no difference between the measurements, then the coupling between the two waves can be neglected.

Figure 7.7: Top: Test case where the tube is excited with the same signal at both ends. Bottom: Test case where the tube is excited with signals of opposite signs at both ends. Dashed line shows where the output is taken.
7.6.1 Simulation results

Simulations are performed using the FDTD scheme (7.28) to solve the Euler equations at a sample rate of 100 kHz and Courant number of $\lambda = 0.9$ for several excitation signals and tube lengths. The measurement position is set to be 75% along the tube length, with a simple linear interpolation performed if this position lies between grid points. Signals are truncated so that only the rightward travelling component is presented, with the signal length being 501 samples long, resulting in a frequency resolution of around 200 Hz. At the end points, the pressure is set by the driving pressures

$$p_0^n = A_{in}p_{Hann}^n \quad (7.56)$$

$$p_N^n = \begin{cases} 
A_{in}p_{Hann}^n, & \text{Test 1} \\
-A_{in}p_{Hann}^n, & \text{Test 2} 
\end{cases} \quad (7.57)$$

Fig. 7.8 show simulations for a 3 m long tube using $A_{in} = 0.05P_0$ and widths, $T_{Hann}$, of $1/300$ s, $1/500$ s, and $1/700$ s, respectively. There is a clear shift in arrival time between the two test scenarios; pressure pulses of the same sign, shown in Test 1, arrive later than when they are of the opposite sign, shown in Test 2. However, the overall shape of the final pulse is similar in both cases. These results show that there is some effect due to the coupling of wave speeds in the cylinder.

![Figure 7.8: Pressure signals recorded 75 % along a tube of length 3 m when excited at both ends with Hann pulses of amplitude 5 % of atmospheric pressure, with the same sign, Test 1 (blue), and opposite sign, Test 2 (red). Top: Pulse width 1/300 s. Middle: Pulse width 1/500 s. Bottom: Pulse width 1/700 s.](image)

To quantify these results, we compare them to the case where only the left hand side of the tube is excited; this mimics the effect of using a uni-directional model without introducing assumptions that modify the behaviour of the model. Let us label the output of this result $y_0^n$. 
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and use $y_1^n$ and $y_2^n$ to denote the results from Tests 1 and 2 respectively. The percentage difference in the change of spectral content is given by

$$\Delta A_1 = 100 \left( \frac{|\mathcal{F}(y_1^n) - |\mathcal{F}(y_0^n)|}{|\mathcal{F}(y_0^n)|} \right), \quad \Delta A_2 = 100 \left( \frac{|\mathcal{F}(y_2^n) - |\mathcal{F}(y_0^n)|}{|\mathcal{F}(y_0^n)|} \right)$$

(7.58)

where we recall that $\mathcal{F}()$ denotes the DFT of a signal. The percentage difference in phase, or angle, of these signals is given by

$$\Delta \theta_1 = 100 \left( \frac{\angle \mathcal{F}(y_1^n) - \angle \mathcal{F}(y_0^n)}{\angle \mathcal{F}(y_0^n)} \right), \quad \Delta \theta_2 = 100 \left( \frac{\angle \mathcal{F}(y_2^n) - \angle \mathcal{F}(y_0^n)}{\angle \mathcal{F}(y_0^n)} \right)$$

(7.59)

The change in spectral content for the simulations presented in Fig. 7.8 is shown in Fig. 7.9. For the shorter duration pulses of length $1/700$ s and $1/500$ s, $\Delta A_1$ is positive—there is an increase in harmonic content in Test 1, where the interacting pressure pulses have the same sign, relative to the single wave. The value of $\Delta A_2$, on the other hand, is negative for this case. The absolute change in spectral content is less than 1 % for the $1/700$ s pulse. There is a larger change in spectral content for the $1/500$ s pulse of up to 5 %. For the widest pulse of duration $1/300$ s, the change in harmonic content is less symmetric between tests 1 and 2 than for the shorter duration pulses. For $\Delta A_1$, the difference changes by up ±2 % whereas $\Delta A_2$ has a maximum value of 4 % and a minimum of −11 %.

![Figure 7.9: Percentage differences in magnitude of output relative to a single input. Top: Test 1 difference. Bottom: Test 2 difference.](image)

The percentage difference in the angle of the DFT is shown in Fig. 7.10. $\Delta \theta_1$ is always negative, $\Delta \theta_2$ is always positive. This reflects what is shown in the time signals as the Test 2 results appear to arrive before the Test 1 results. As the pulse width is reduced, the values of $\Delta \theta_1$ and $\Delta \theta_2$ both approach zero.
We can describe these results in the following way. The narrowest pulse exhibits the smallest change due to interaction of waves because there is a shorter interaction time as the pulses pass over each other. The pulse of duration $1/500 \text{ s}$ has a longer time to overlap, so the change in spectral behaviour is greater. In Test 1, the pulses add together to create a larger local pressure and therefore a larger local speed of sound. This in turn increases the nonlinearity and would explain why there is an increase in harmonic content. For Test 2, the pulses cancel each other out, effectively reducing the nonlinearity in the region where the pulses overlap. This would explain why the harmonic content reduces for this case. This argument does not easily explain why the longest pulse of $1/300 \text{ s}$ does not present a systematic increase or decrease in harmonic content. This could be due to the low gradient of the pulse meaning that not enough distortion has occurred. There is a noticeable increase in the difference of the phase for this pulse in both test cases, corresponding to a longer overlap time.

Similar numerical experiments were performed for tubes of different lengths to investigate whether the amount that the pulse has distorted affects the interaction between the two waves. The spectrum magnitude and angle differences are shown in Figs. 7.11 and 7.12, respectively, for a pulse of width $1/500 \text{ s}$. These results are similar to those shown in Figs. 7.9 and 7.10: $\Delta A_1$ is generally positive and $\Delta \theta_1$ is negative; $\Delta A_2$ is generally negative and $\Delta \theta_2$ is positive. However, these differences reduce as the tube length, and therefore the corresponding amount of distortion that occurs to the pulses, increases.

The smaller differences for larger tube lengths can be explained in a similar manner to the discussion above regarding pulse widths. As the pulse propagates along the tube, the maximum value of the pulse shifts towards the front of the wave. This means that when opposing waves overlap, the overall pressure profile is going to have a sharper peak than waves whose maxima lie more to their centre. The corresponding increase in local pressure occurs over a shorter period of time, meaning the increased (or decreased) nonlinearity occurs over a shorter period of time.

Magnitude differences for pulses of width $1/300 \text{ s}$ propagating in tubes of different length are shown in Fig. 7.13. There appears to be some symmetric behaviour between tests 1 and 2;
Figure 7.11: Percentage differences in magnitude of output relative to a single input for a pulse of width $1/500$ s for tubes of different lengths. Top: Test 1 difference. Bottom: Test 2 difference.

Figure 7.12: Percentage differences in angle of output relative to a single input for a pulse of width $1/500$ s for tubes of different lengths. Top: Test 1 difference. Bottom: Test 2 difference.
where results for Test 1 show a positive magnitude difference, results for Test 2 show a negative magnitude difference of similar magnitude and vice-versa. However, the difference in magnitude between the interacting and non-interacting waves does not decrease as the tube length increases. There appears to be a reduction in magnitude difference from a maximum of 4 % to just under 2 % as the tube length increases from 3 m to 5 m but results from the 6 m tube show an increased magnitude difference with a maximum of 25 % around 4200 Hz.

Figure 7.13: Percentage differences in magnitude of output relative to a single input for a pulse of width 1/300 s for tubes of different lengths. Top: Test 1 difference. Bottom: Test 2 difference. For $L = 6$ m the differences go to 25 % for Test 1 and $-25$ % for test 2.

The angle differences for the pulses of width 1/300 s are shown in Fig. 7.14. In general, $\Delta \theta_1$ and $\Delta \theta_2$ tend towards zero for the two test cases as the length of the tube increases. The notable exceptions are for the 4 m long tube above 3000 Hz, which increases the absolute values of these angle differences with frequency, and for the 5 and 6 m long tubes around 400 Hz, where a spike in angle difference is present but reduces as frequency increases.

Figure 7.14: Percentage differences in angle of output relative to a single input for a pulse of width 1/300 s for tubes of different lengths. Top: Test 1 difference. Bottom: Test 2 difference. For $L = 6$ m the differences go to 25 % for Test 1 and $-25$ % for test 2.
7.7 Conclusions

In this chapter we have investigated some of the models used to describe nonlinear propagation within acoustic tubes. In musical acoustics, this nonlinearity is important in describing the change in timbre when brass instruments are played at high dynamic levels.

The models in the literature stem from the Euler equations, with assumptions made that allow for separable solutions. However, it is clear from looking at the Riemann invariants of the Euler equations that separable solutions are not, in general, possible; there is a coupling between forwards and backwards waves through the wave speed and due to the change in cross-sectional area. To the author’s knowledge, no one has investigated what effect neglecting this coupling has on wave propagation.

To investigate the differences in models, simulations were performed using simple finite difference schemes. It was shown that for a cylinder, the Burgers model distorts the same as for the Euler equations, whereas the generalised Burgers model shows significantly less distortion. For an exponential horn, the Burgers model shows a greater reduction in the pressure amplitude than that shown in the Euler model. The pressure amplitude produced by the generalised Burgers model is slightly larger than observed in the Euler model.

By linearising the models and performing dispersion analysis, it is clear that the extra reduction of the pressure amplitude observed in the Burgers model results from the linear effect of changing the cross-sectional area. This argument cannot be used to explain why the generalised Burgers model shows less reduction in amplitude as the imaginary part of the wave number is the same as for the horn equation. Instead, this effect could be described by the scattering that occurs in the Euler model. Since the peak amplitude of the Euler and horn equation simulations appear to be of a similar value, it could be that the extra reduction is caused by waves being scattered backwards, an effect that is not included in the uni-directional models.

Finally, the effect of coupling between forwards and backwards waves in a cylinder was investigated. This was done using simulations of a cylindrical tube excited at both ends with the same signal, but with inverted sign for one test case. Simulations for this study were done using just the Euler equations and results were compared against the case of a single propagating pulse. This removed any effects introduced by the other models to ensure a fair comparison when the waves interacted. It is clear that there is a small modification in the wave speed when waves interact with each other; if the pressure disturbances have the same sign they slow each other down, if the sign is opposite they speed each other up. The interaction also affects the amount of distortion that occurs—the same signs increase the nonlinearity whereas opposite signs can cancel each other out and reduce the nonlinearity. The overall effect on wave propagation is related to the amount of time that the disturbances interact with each other. The amount of distortion that has already occurred also appears to have an impact on the interaction.

The implications of this wave interaction are as follows. The scattering behaviour caused by changes in cross-sectional area is different between the models, leading to different resonance behaviour; the uni-directional models always produce the resonances of a cylinder. This is important from a physical modelling perspective as the virtual instruments synthesised using these methods will not have the same playable notes as a real tube with spatially varying cross-section. It should be noted, however, that other work using the uni-directional models
has often focussed on high frequency experiments where the scattering is less pronounced.

The amount of distortion between the propagation models is also different. Results from
the Burgers model are identical to those of Euler model for the case of a cylinder when waves
do not overlap. However, there is a deviation for non-cylindrical bore profiles, with the
amplitude of the pressure in the Burgers model being reduced by a greater amount due to
scaling over the cross-sectional area. It is clear that for an exponential horn the Euler
equations still produce some distortion of the profile of the wave; this distortion will be
weaker in Burgers model due to the lower pressure. The generalised Burgers model displays a
significantly weaker distortion of waves than the Euler model for a cylindrical and exponential
horn tube profile.

The simulations performed in this study did not include losses due to boundary layer
effects, see Chap. 2. Since the strength of this loss mechanism increases with frequency, we
would expect that at some point this will start to reduce the nonlinearity, and reduce the
effect of the nonlinear interactions, provided the loss mechanism remains linear.
Act IV

Finale
Chapter 8

Conclusions and future work

The main objective of this thesis has been to develop a synthesis framework for the production of brass instrument sounds. This objective has been achieved; the algorithms presented in this work are stable, accurate, and efficient. In addition, the algorithms have been implemented in a virtual instrument environment, with the help of colleagues in Edinburgh Parallel Computing Centre, and used in several compositions by international musicians. In this chapter, we first summarise the contents of this thesis before moving onto how this research can be advanced.

8.1 Summary

In Chap. 2, the acoustic tube system was introduced in the continuous domain. The lossless system was first considered with the example of cylindrical tubes and then extended to tubes of varying cross-sectional area. Attenuation processes were included using approximations to the boundary layer loss model of Zwikker and Kosten—a review of frequency domain approximations was presented followed by the construction of an equivalent network model. This chapter introduced dispersion analysis as a method to characterise the behaviour of systems along with measures of the energy of the system. The dispersion analysis allows for a measure of accuracy of the numerical scheme and is also used in determining behaviour of the nonlinear models studied in Chap. 7. Energy analysis allows for the determination of system passivity and constitutes the first step in determining stability of numerical schemes.

In Chap. 3, the finite-difference time-domain method was introduced in the context of acoustic tube modelling. The energy methods described in the previous chapter were extended to the discrete case, and the passivity of a numerical scheme was used to show numerical stability. In addition, these energy methods also suggest strategies for implementing numerical boundary conditions. A conditionally stable explicit scheme with good dispersion characteristics and efficient implementation was compared to an unconditionally stable scheme constructed using the bilinear transform, a standard discretisation tool. The bilinear transform is unsuitable for the lossless part of the acoustic tube system due to the severity of numerical dispersion. However, its guaranteed passivity property was exploited for modelling attenuation processes, whilst the explicit scheme is used for accurate modelling of wave propagation. Schemes using both fractional derivatives and network approximations were presented for attenuation modelling, with the network
approaches requiring significantly less processing power.

The problem of radiation of sound from an acoustic tube was considered in Chap. 4. Modelling of sound radiation was approached in two separate manners: an approximation to the Levine and Schwinger radiation impedance using an equivalent electrical network, discretised using the bilinear transform, and direct simulation of the acoustic field outside the instrument. The network approximation is suitable for synthesis purposes due to its efficient implementation, but modelling the acoustic field outside of the instrument allows for the inclusion of mode conversion and additional effects concerning the acoustics of the performance space.

The remaining elements required for instrument emulation, the exciter and valve model, were presented in Chap. 5. The numerical energy analysis of an acoustic tube presented in Chap. 3 was used to determine suitable strategies to couple both the reed model to the acoustic tube and to connect three tubes together to form a valve. A single degree of freedom outward striking reed model was selected as the instrument sound generator, and an appropriate discretisation method was presented. The valve model was constructed using conservation of energy and momentum over the valve boundary and schemes were presented for the static lossless and lossy cases, as well as the time varying case.

Chap. 6 explored the possible uses of the virtual instrument. Simple gestures were presented that included time-varying parameters. A short playability study was performed to highlight the sensitivity of the performance parameter space.

Finally, a comparison of some commonly used nonlinear propagation models was performed in Chap. 7. Analysis of these models was performed using simulation frameworks based on schemes presented in Chap. 3 and using the dispersion analysis presented in Chap. 2. The effect of using unidirectional models was shown to be significant when a change in cross-sectional area was present. Changes in wave speed and distortion of solutions are observable due to interactions between forwards and backwards waves but it is not yet clear how important this is for the purposes of brass instrument synthesis.

8.2 Future work

There are several problems that could not be fully addressed in this work, a discussion of some future work follows.

Passivity of fractional derivative model

Throughout the course of this work there has been a focus on proving the passivity of the presented algorithms using energy methods, the one exception being the fractional derivative model derived in Sec. 3.5.1. Although we can determine stability properties for this model from frequency domain behaviour, that of positive realness and where the poles lie on the unit circle, we cannot derive this from the energy methods discussed in this thesis. One would expect that there would be a network representation of this model, for example a Cauer structure, for which it would be relatively straightforward to prove passivity using energy methods.
Approximating radiation models with electrical networks

The radiation impedance approximation used in this work was originally presented by Silva et al. [147], who used this model due to its amenability to numerical optimisation procedures. A similar form was used by Hélie and Rodet [83] to approximate their spherical radiation model. This would suggest some connection between these radiation models, and potentially others such as the plane piston [121] and those of Zorumski [181], where the RLC structure used in this work could be a low order expansion of a positive real network; higher order expansions would therefore improve the accuracy of simulations. These structures could then be optimised to fit the results gathered from the embedded system, improving the accuracy of the one-dimensional system with a smaller computational cost than the three-dimensional one.

Validating the valve model

The valve model presented in Chap. 5 allows for the production of interesting resonance behaviour in the virtual instrument. However, despite valves being an important feature of brass instruments, there is surprisingly little literature on the topic. Some preliminary experiments are described in App. C that investigate the behaviour of partially open valve configurations. A detailed study of wave propagation through the interior of the valve (potentially from a fluid dynamics perspective) in both static and time varying applications would be beneficial.

Other methods of changing instrument resonances

The valve is not the only method of modifying the internal geometry of a brass instrument. Trombones use a sliding tube to adjust the total length of the instrument, whilst many woodwind instruments employ tone holes to change pitch. The slide mechanism requires modification of the tube domain, either by introducing new grid points or extending spatial step sizes. However, it is not clear how to incorporate these processes in a stable manner and the extension of step sizes would reduce the available bandwidth of the simulations. Models for tone holes exist in the literature but often incorporate reactive (non-passive) elements which require careful numerical treatment. The incorporation of these additional features would make for a more flexible instrument.

Stable modelling of nonlinear propagation models

The numerical scheme used to model the Euler equations in Chap. 2 was suitable for the study of interacting waves in acoustic tubes. However, to the author’s knowledge, this scheme cannot be shown to be stable using the energy methods used throughout this thesis. As such, we cannot determine stability conditions that would make the method suitable for synthesis purposes. Alternative geometric integration methods could be applied to other conserved quantities, such as the entropy of the system [159], but again issues arise as the nonlinearity develops. Of course, the introduction of boundary layer losses removes energy from the system but, as shown by Hirschberg et al. [88], shocks still develop in brass instruments. Along with stability issues, there are also problems with correctly representing the shock on a discrete grid as some numerical methods produce numerical dispersion that smears the shock front—useful in terms of simulation stability but detrimental for giving accurate solutions [103].
Appendix A

Circuit elements

In this short appendix, we highlight some fundamentals of circuit analysis that have been used in this work.

The three core elements of an electrical circuit are the resistor, inductor and capacitor [165] [174]; see Fig. A.1

![Figure A.1: One-port networks. Left: Resistor network. Middle: Inductor network. Right: Capacitor network.](image)

A resistor, of resistance $R$, reduces the electric current flowing through it for a given potential difference and therefore takes energy out of the circuit as heat. A resistor can also be classified in terms of its gain, $G = 1/R$. A capacitor, of capacitance $C$, and inductor, of inductance $L$, store energy within them and in this work do not dissipate energy\footnote{In the real world of non-spherical chickens outside of the vacuum these circuit elements do contain a finite resistance.}. The capacitor stores energy by holding charge on two adjacent plates whereas the inductor stores energy in the magnetic field surrounding the coil of wire it is constructed from.

The defining equations between the current, $i(t)$, and voltage, $v(t)$, over these network elements are given by [165]

\[
\begin{align*}
  v & = Ri, \\
  v & = \frac{L}{dt}i, \\
  v & = \frac{1}{C} \int idt
\end{align*}
\]

(A.1)

In the frequency domain these relations are

\[
\begin{align*}
  \hat{v} & = R\hat{i}, \\
  \hat{v} & = j\omega L\hat{i}, \\
  \hat{v} & = \frac{1}{j\omega C}\hat{i}
\end{align*}
\]

(A.2)

where $\hat{v}(\omega)$ and $\hat{i}(\omega)$ are the Fourier transforms of the voltage and current. The impedances of...
these elements, that is the ratio of current to voltage over the elements, are given by

\[ Z_R = R, \quad Z_L = j\omega L, \quad Z_C = \frac{1}{j\omega C} \quad (A.3) \]

The admittance of each element is the inverse of the impedance

\[ Y_R = \frac{1}{R} = G, \quad Y_L = \frac{1}{j\omega L}, \quad Y_C = j\omega C \quad (A.4) \]

It is useful to use the Kirchoff’s circuit laws for the analysis of more complex arrangements of network elements \[73\]. Kirchoff’s current law is that *at any junction in a circuit, the sum of currents flowing into and out of the junction equals zero or*

\[ \sum_{m=0}^{M} i_m = 0 \quad (A.5) \]

Kirchoff’s voltage law is that *the sum of voltages over a closed loop must equal zero*

\[ \sum_{m=0}^{M} v_m = 0 \quad (A.6) \]

See Fig. A.2 for a representation of these laws.

![Figure A.2: Left: Currents into and out of a node. Right: The looped sum of voltages.](image)

We can use Kirchoff’s laws to determine the impedance and admittance of series and parallel networks; see Fig. A.3. For a network made up of \( M \) elements connected in series, the total impedance of the circuit is

\[ Z = Z_1 + Z_2 + \cdots + Z_M \quad (A.7) \]

Similarly, for \( M \) elements connected in parallel, the total admittance of the circuit is

\[ Y = Y_1 + Y_2 + \cdots + Y_M \quad (A.8) \]

We can label networks made up of particular elements by using the symbols in their name: *RL networks contain only resistors and inductors, RC are made up of resistors and capacitors, LC are constructed from inductors and capacitors, and RLC contain all three elements.*
Equivalent circuits for acoustic systems

At first glance it may not be obvious how electrical network analysis can be of use to the practicing acoustician, so it will be enlightening to take a moment to address this. Consider a closed circuit containing a resistor, inductor, and capacitor connected in series shown in Fig. A.4.

Taking the closed voltage loop around this circuit produces

\[ v_L + v_R + v_C = v \implies L\frac{di}{dt} + Ri + \frac{1}{C}\int{idt} = v \quad (A.9) \]

where the current is equal across all circuit elements. If we assume that \( v(t) \) is constant, the time derivative of this equation is

\[ L\frac{d^2i}{dt^2} + R\frac{di}{dt} + \frac{1}{C}i = 0 \quad (A.10) \]

This is an ordinary differential equation that also describes the dynamics of the simple harmonic oscillator with damping. An inductor behaves like a mass, containing some inertia that resists motion or, in this case, changes to the electric current. The resistor acts like a damper in the simple harmonic oscillator, removing energy from the system. The capacitor
behaves like a spring, pushing the current in the opposite direction when it gains a charge.

We can also use network analogies for acoustic tubes. Consider air in a small section of tubing of length $\Delta L$ and constant cross-sectional area $S$. The mass of the air is equal to $\Delta L \rho_0$ meaning that the force acting on the air is

$$\rho_0 S \Delta L \frac{dv}{dt} = -S \Delta p$$

(A.11)

where $\Delta p$ is the difference in acoustic pressure between the two sides of the air and $v$ is the particle velocity. Rearranging this equation and using the volume velocity, $U = S v$ gives

$$-\Delta p = \frac{\rho_0 \Delta L}{S} \frac{dU}{dt}$$

(A.12)

It is apparent that this description is similar to that of the voltage over an inductor, where the minus of the pressure difference across the tube is equivalent to the electric potential difference and the volume velocity is equivalent to the electric current. This means that an acoustic tube behaves like an inductor of inductance $\rho_0 \Delta L / S$. This analogy is only equivalent for low frequencies relative to the length of the tube but is a useful tool in acoustics.
Appendix B

Foster network element values

Recall the impedance of the Foster network is given by

\[ Z^M = e^{a_0} + M \sum_{q=1}^{M} \frac{e^{a_q j\omega}}{e^{b_q} + j\omega} \]  \hspace{1cm} (B.1)

B.1 Element values for continuous case

Here we present elements for the Foster network used to model viscous and thermal losses in the continuous domain.

| \( M = 4 \) | \( E_R \) | 0.0234494664073590 |
| \( a_0 \) | 1.7867332377038 |
| \( a_q \) | 2.00382931898420, 3.14804951042440, 4.26150413518742, 5.50971380536713 |
| \( b_q \) | 3.39879310458637, 5.71032238039009, 7.95854733511626, 10.244881130100 |

| \( M = 8 \) | \( E_R \) | 5.07851108448002 \times 10^{-06} |
| \( a_0 \) | 1.77626921138020 |
| \( a_q \) | 1.16947203816779, 1.63455222619591, 2.22808996187010, 2.80868969591600, 3.38432152203814, 4.06100811397873, 5.21824065634711, 6.37563229181463, 7.52951817958072, 8.68261962284996, 9.85466844512209, 11.2408213780434 |
| \( b_q \) | 2.83622816669839, 3.80075835470991, 4.76412484168712, 5.72851817958072, 6.68261962284996, 7.63756322918146, 8.59321545319216, 9.54971380536713, 10.50971380536713, 11.46947203816779 |

| \( M = 16 \) | \( E_R \) | 1.88335259896002 \times 10^{-09} |
| \( a_0 \) | 1.77617055460705 |
| \( a_q \) | 2.295363494106, 1.16757650362629, 1.66903973571218, 2.07340818247316, 2.45430225714201, 2.82326302711027, 3.2007583542216, 3.58778174627400, 3.9711856901446, 4.33192288500898, 4.9272098687682, 5.30723002141302, 5.7013872296893, 6.09321545319216, 6.48000000000000, 6.86886930482 |
| \( b_q \) | 2.8036863323309, 3.58176534709911, 3.58176534709908, 3.99610463720205, 4.80277903673739, 5.6182201877543, 6.42065124229295, 7.20347156389189, 7.97353741515494, 8.7424097325489, 9.51243176421373, 10.1896361251182, 10.380224475833, 10.380224475834, 11.2511443129779, 12.194168496902 |

Table B.1: Foster element values when optimising using \( E_R \) for a tube of radius 0.005 m at 26.85° C over the frequency range 0.1 – 10 kHz.
<table>
<thead>
<tr>
<th>( M = 4 )</th>
<th>( E_M )</th>
<th>0.0715786353463127</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>1.78951546246885</td>
<td></td>
</tr>
<tr>
<td>( a_q )</td>
<td>2.16943661559377, 3.45849867528497, 4.72224630727469, 6.56083118728158</td>
<td></td>
</tr>
<tr>
<td>( b_q )</td>
<td>3.54230512771505, 6.10613832356612, 8.63503593028419, 11.4369230510207</td>
<td></td>
</tr>
<tr>
<td>( M = 8 )</td>
<td>( E_M )</td>
<td>3.02574820340624 × 10^{-05}</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>1.77634594834302</td>
<td></td>
</tr>
<tr>
<td>( a_q )</td>
<td>1.21795682959388, 1.79065106148618, 2.44955908936822, 3.0916829906462</td>
<td></td>
</tr>
<tr>
<td>( b_q )</td>
<td>3.72826439347756, 4.37542420032459, 5.16877952981315, 7.2168732584349</td>
<td></td>
</tr>
<tr>
<td>( M = 16 )</td>
<td>( E_M )</td>
<td>5.18445861030921 × 10^{-09}</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>1.77617202016723</td>
<td></td>
</tr>
<tr>
<td>( a_q )</td>
<td>1.0836611383349, 1.12477948750744, 1.40845944720948, 1.8594284454413</td>
<td></td>
</tr>
<tr>
<td>( b_q )</td>
<td>2.2954995017727, 2.66834447630448, 2.6881937341307, 2.8425169991843</td>
<td></td>
</tr>
</tbody>
</table>

Table B.2: Foster element values when optimising using \( E_M \) for a tube of radius 0.005 m at 26.85° C over the frequency range 0.1 – 10 kHz.

<table>
<thead>
<tr>
<th>( M = 4 )</th>
<th>( E_R )</th>
<th>0.00014154250562678</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>2.56895852024840</td>
<td></td>
</tr>
<tr>
<td>( a_q )</td>
<td>2.64949367699711, 3.22982054694367, 3.93587280446617, 5.02394562987361</td>
<td></td>
</tr>
<tr>
<td>( b_q )</td>
<td>5.3644031566720, 6.8340795995604, 8.22900585988905, 9.78167541147680</td>
<td></td>
</tr>
<tr>
<td>( M = 8 )</td>
<td>( E_R )</td>
<td>3.99781337238800 × 10^{-08}</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>2.39072893487561</td>
<td></td>
</tr>
<tr>
<td>( a_q )</td>
<td>2.15102947242571, 2.36815257481046, 2.75545270609303, 3.14972376266256</td>
<td></td>
</tr>
<tr>
<td>( b_q )</td>
<td>3.53533745702292, 4.03733314014764, 5.18520009303550, 6.28892616777464</td>
<td></td>
</tr>
<tr>
<td>( M = 16 )</td>
<td>( E_R )</td>
<td>8.495724111718712 × 10^{-12}</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>2.26365426784080</td>
<td></td>
</tr>
<tr>
<td>( a_q )</td>
<td>1.83997418435759, 0.920452943638728, 1.49311893808675, 2.03637769782586</td>
<td></td>
</tr>
<tr>
<td>( b_q )</td>
<td>2.1757728256170, 2.22897034230453, 2.6383415056954, 3.0520031286072</td>
<td></td>
</tr>
</tbody>
</table>

Table B.3: Foster element values when optimising using \( E_R \) over a smaller frequency range for a tube of radius 0.005 m at 26.85° C over the reduced frequency range 20 Hz - 3 kHz.
<table>
<thead>
<tr>
<th>$M$</th>
<th>$E_M$</th>
<th>$a_0$</th>
<th>$a_q$</th>
<th>$b_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.00292405569458211</td>
<td>2.34766307840886</td>
<td>2.7563235102840, 3.49113805269408, 4.39152888271209, 6.31303994619724</td>
<td>5.11148131891873, 6.93271213517213, 8.66939248628015, 10.9760400605784</td>
</tr>
<tr>
<td>8</td>
<td>$2.92901975654115 \times 10^{-6}$</td>
<td>2.0549237878811</td>
<td>2.15796320342803, 2.42769393302163, 2.92603347210292, 3.46620375991204, 4.05373572096265, 4.94793064525109, 7.14033510305905, 0.425390103699538</td>
<td>4.20235209252206, 5.58875042436207, 6.71184100642302, 7.80374400862574, 8.90649235577635, 10.1562576278865, 12.4898544544823, 16.0338293462206</td>
</tr>
<tr>
<td>16</td>
<td>$5.13467272533272 \times 10^{-10}$</td>
<td>1.84523042820203</td>
<td>0.978598570821724, 0.610390905902404, 1.41269379178733, 1.71408606755416, 2.0224238922607, 2.3073636526112, 2.61757068969792, 2.9888021390959, 3.3863816791189, 3.76729088509325, 3.9181337062619, 4.83401760385133, 0.138658341528488, 6.65093866036470, 5.76744064476961, 5.17425387924675, 3.29282407979976, 3.29288403065929, 4.35202258319201, 5.1056449178987, 5.8205627776754, 6.49684324910576, 7.14697466045120, 7.80680431173218, 8.500342069842, 9.22234460481371, 9.89643622819650, 10.6211438212465, 11.5480572028912, 12.6217948634956, 12.6218124886916, 12.6218313956849</td>
<td></td>
</tr>
</tbody>
</table>

Table B.4: Foster element values when optimising using $E_M$ for a tube of radius 0.005 m at 26.85°C over the reduced frequency range 20 Hz - 3 kHz.

### B.2 Element values for discrete case

Here we present element values for the Foster network for viscous and thermal losses to be used in the discrete case. The functions have been optimised by pre-warping the angular frequency at a sample rate of 50 kHz. Recall that the pre-warped frequency is given by

$$\omega' = \frac{2}{k} \tan^{-1}\left(\frac{\omega_k}{2}\right)$$

(B.2)
### Table B.5: Foster element values when optimising using $E'_M$ for a tube of radius 0.005 m at 26.85°C over the pre-warped frequency range 0.1 – 10 kHz at a sample rate of 50 kHz.

<table>
<thead>
<tr>
<th>$M = 4$</th>
<th>$E'_M$</th>
<th>$a_0$</th>
<th>$a_q$</th>
<th>$b_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0949462118367467</td>
<td>1.790932412792</td>
<td>2.2177419544845</td>
<td>3.53504550307690</td>
</tr>
<tr>
<td></td>
<td>3.58977483976854</td>
<td>6.21359662754855</td>
<td>8.80260096873909</td>
<td>11.6431597743201</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$M = 8$</th>
<th>$E'_M$</th>
<th>$a_0$</th>
<th>$a_q$</th>
<th>$b_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.00061457538693728</td>
<td>1.7768390796528</td>
<td>1.36531177499111</td>
<td>2.12114439455379</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$M = 16$</th>
<th>$E'_M$</th>
<th>$a_0$</th>
<th>$a_q$</th>
<th>$b_q$</th>
</tr>
</thead>
</table>

### Table B.6: Foster element values when optimising using $E'_M$ for a tube of radius 0.005 m at 26.85°C over the pre-warped frequency range 20 Hz - 3 kHz at a sample rate of 50 kHz.

<table>
<thead>
<tr>
<th>$M = 4$</th>
<th>$E'_M$</th>
<th>$a_0$</th>
<th>$a_q$</th>
<th>$b_q$</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>$M = 8$</th>
<th>$E'_M$</th>
<th>$a_0$</th>
<th>$a_q$</th>
<th>$b_q$</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>$M = 16$</th>
<th>$E'_M$</th>
<th>$a_0$</th>
<th>$a_q$</th>
<th>$b_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M = 4$</td>
<td>$E'_M$</td>
<td>1.22593380574525</td>
<td>$a_0$</td>
<td>-2.41998781013108</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>------------------</td>
<td>------</td>
<td>------------------</td>
</tr>
<tr>
<td>$E'_M$</td>
<td>$a_0$</td>
<td>-2.22593380574525</td>
<td>$a_q$</td>
<td>-0.84964872840543</td>
</tr>
<tr>
<td>$a_0$</td>
<td>$a_q$</td>
<td>-0.84964872840543</td>
<td>$b_q$</td>
<td>1.33447857934923, 5.03978465891827, 8.71835966169953, 26.0615486637585</td>
</tr>
<tr>
<td>$a_q$</td>
<td>$b_q$</td>
<td>1.33447857934923, 5.03978465891827, 8.71835966169953, 26.0615486637585</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.7: Foster element values when optimising using $E'_M$ for a tube of radius 0.05 m at 26.85° C over the pre-warped frequency range 0.1 – 10 kHz at a sample rate of 50 kHz.

<table>
<thead>
<tr>
<th>$M = 8$</th>
<th>$E'_M$</th>
<th>0.0049052356468042</th>
<th>$a_0$</th>
<th>-2.8244788096001</th>
<th>$a_q$</th>
<th>-2.3382067295830, -1.5784008166709, -0.671448908145540, 0.241673098913610, 1.15486750407413, 2.07293392472161, 3.14480055969493, 15.48293614430998</th>
<th>$b_q$</th>
<th>-0.79680087648193, 1.25128501779993, 3.09468026097488, 4.92522841659633, 6.75300303522660, 8.58160927832192, 10.4674610830690, 23.509034114909</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E'_M$</td>
<td>$a_0$</td>
<td>-2.8244788096001</td>
<td>$a_q$</td>
<td>-2.3382067295830, -1.5784008166709, -0.671448908145540, 0.241673098913610, 1.15486750407413, 2.07293392472161, 3.14480055969493, 15.48293614430998</td>
<td>$b_q$</td>
<td>-0.79680087648193, 1.25128501779993, 3.09468026097488, 4.92522841659633, 6.75300303522660, 8.58160927832192, 10.4674610830690, 23.509034114909</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_0$</td>
<td>$a_q$</td>
<td>-2.3382067295830, -1.5784008166709, -0.671448908145540, 0.241673098913610, 1.15486750407413, 2.07293392472161, 3.14480055969493, 15.48293614430998</td>
<td>$b_q$</td>
<td>-0.79680087648193, 1.25128501779993, 3.09468026097488, 4.92522841659633, 6.75300303522660, 8.58160927832192, 10.4674610830690, 23.509034114909</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_q$</td>
<td>$b_q$</td>
<td>-0.79680087648193, 1.25128501779993, 3.09468026097488, 4.92522841659633, 6.75300303522660, 8.58160927832192, 10.4674610830690, 23.509034114909</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.8: Foster element values when optimising using $E'_M$ for a tube of radius 0.1 m at 26.85° C over the pre-warped frequency range 0.1 – 10 kHz at a sample rate of 100 kHz.
Appendix C

Experiments on brass instrument valves

The valves in instruments such as the trumpet allow for extensions in the range of notes available to the player. Despite their importance in performance, there is little in the way of either theoretical or experimental work on brass instrument valves. The main discussions of valves often revolve around the tuning concerns when multiple valves are depressed \([34, 63]\).

To the author’s knowledge, the only experimental investigation on brass instrument valves was performed by Widholm, who investigated the use of the Viennese action in French horns in relation to slurred notes \([176, 177]\).

This short appendix presents a simple experiment to investigate the effect of a brass instrument valve when it is set in a partially open configuration and comparisons are made to simulations. This work was first described in \([77]\), although simulations were performed using scheme \([3.157]\), the discrete form of the attenuation model of Bilbao and Chick.

## C.1 Experimental set up

A simplified valved brass instrument was constructed to investigate the effects of partial openings. The third valve of a standard B♭ trumpet was removed from the original instrument and two cylindrical tubes were attached to either end. The valve in isolation is shown in Fig. \(C.1\) and a schematic of the experimental set up is shown in Fig. \(C.2\).
Figure C.1: A trumpet valve in isolation.

Figure C.2: Schematic of valve experiment

With the valve in an open configuration (so only air can flow through the default path), the total length of the instrument was 2492 mm. Fully depressing the valve extends the instrument length by 217 mm. The diameter of the tubing was 11.6 mm, which is close to the radius of the valve openings. Machined spacers were used to control the depression of the piston in 2 mm increments.

C.1.1 Results

Input impedance measurements were made using the BIAS capillary-based impedance measurement device [175, 178] for different configurations of the valve openings. Comparisons were made to simulations performed at 50 kHz for a duration of 1 s. In each tube, the explicit scheme using a fourth order Foster network approximation for attenuation, (3.161), was used to model propagation, and the lossy valve update (5.57) was used at the valve junctions. The system was terminated using scheme (4.14) to approximate the Levine and Schwinger radiation impedance. Simulated input impedances were gathered using the method described in Sec. 3.4.6.
For partially open configurations, the parameters \( q^{(d)} \) and \( q^{(b)} \) were given as the ratio of the area of the intersecting circles between the main tube and default and bypass tubes, respectively, to the area of the main tube. This also takes into account the separation between the default and bypass paths in the valve housing.

Figs. C.3 - C.8 show simulated and experimentally measured input impedances as the valve changes from a fully open configuration to a fully closed configuration. As the valve is closed, additional peaks are introduced to the input impedance as waves can travel through the system via a new path. The simulations show similar behaviour to the experimental measurements, but there is a large deviation in magnitude. There are several reasons for this. For the fully open and closed configurations, the simulations consistently over predict the input impedance peak magnitude compared to the experiment. As it was difficult to attach the valve to the main tubing, this could suggest that the seal was not secure, and leaks were present in the experimental set-up. There could also be some errors relating to measuring the geometry of the experiment. When the valve is fully closed, the simulation predicts peak positions at higher frequencies than those seen in the experiment whereas there is a better agreement between simulation and experiment for the fully open case. This suggests some error in measuring the bypass section of the valve.

![Simulated and measured input impedance with the valve fully open.](image)

![Simulated and measured input impedance where 9 washers are used to keep the valve partially open.](image)
Figure C.5: Simulated and measured input impedance where 7 washers are used to keep the valve partially open.

Figure C.6: Simulated and measured input impedance where 5 washers are used to keep the valve partially open.

Figure C.7: Simulated and measured input impedance where 3 washers are used to keep the valve partially open.
The shape of the valve junctions also introduces some error to the geometry of the system. Where the two tubes overlap, the area is no longer circular so the symmetry in the system breaks down. There are also uncertainties in calculating the values of $q^d$ and $q^b$. For example, Fig. C.9 shows the input impedance when 7 washers are used to open the valve but $q^b$ is multiplied by a factor of 0.45, so it is less than half the value used in Fig. C.5. This shows an improved agreement between simulated and experimental data and would suggest problems in determining the cross-sectional area at the valve junctions.
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